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INSTRUCTIONS FOR AUTHORS

OPEN ACCESS AND COMMONS USER LICENSES

Open Access: The International Journal of Medical Biochemistry is an 
open access journal which means that all content is freely available without 
charge to the user or his/her institution. Users are allowed to read, 
download, copy, distribute, print, search, or link to the full texts of the 
articles, or use them for any other lawful purpose, without asking prior 
permission from the publisher or the author. This is in accordance with the 
BOAI definition of open access.

Commons User Licenses: Creative Commons Attribution-
NonCommercial (CC BY-NC) For non-commercial purposes, lets others 
distribute and copy the article, and to include in a collective work, as long as 
they credit the author(s) and provided they do not alter or modify the article.

AIMS & SCOPE

International Journal of Medical Biochemistry publishes articles relating 
to clinical chemistry, molecular biology and genetics, therapeutic drug 
monitoring and toxicology, hematology, immunology and laboratory 
medicine with the focus on analytical and clinical investigation of laboratory 
tests used for diagnosis, prognosis, treatment and therapy, and monitoring 
of disease. The official language of the Journal is English. The journal will be 
published 3 times a year in print and electronically.

Abstracting and Indexing: International Journal of Medical Biochemistry 
is indexed in TUBITAK TR Index (2019), CNKI (2019), TurkMedline (2019), 
Open Ukrainian Citation Index (2019), ProQuest (2019), CABI (2021), 
CEEAS (2021), EBSCO (2022), CAS (American Chemical Society) (2022), 
Directory of Open Access Journals - DOAJ (2022), Scopus (2023) and Gale 
Cengage (2023).

Main Topics

• Clinical Biochemistry

• Molecular Biology

• Clinical Haematology

• Clinical Immunology

• Drug Monitoring and Analysis

• Diagnostic Biomarkers

• Disease-Oriented Topics (Cardiovascular Disease, Cancers, Diabetes, 
Obesity, Genetic Disorders, Neurodegenerative Disease etc.)

• Pediatric Biochemistry

• Inherited Metabolic Disorders

• Newborn Screening: Congenital and Genetic Disorders

• New Reagents, Instrumentation, Technologies and Methodologies

• Laboratory Medicine; Quality, Safety, Translational laboratory

• Metrology

INSTRUCTIONS FOR AUTHORS

International Journal of Medical Biochemistry is published in accordance with 
the principles of independent, unbiased, and double-blinded peer review 
Research-articles, review-articles, short communications, case-reports, opinion 
papers, letter to editor, technical notes, editorials and article-commentaries 
that have not been published elsewhere, are published in the journal.

The journal evaluates only the manuscripts submitted through its online 
submission system on the web site http://www.internationalbiochemistry.
com Manuscripts sent by other means will not be accepted.

The primary conditions for the acceptance of manuscripts for publication 
are originality, scientific value and citation potential.

PUBLISHING FEE
International Journal of Medical Biochemistry is an open access journal. 
Manuscripts are available on the journal web page at no cost.

STATEMENTS AND GUIDELINES

Statements: All statements and opinions expressed in the manuscripts 
published in International Journal of Medical Biochemistry reflect the 
views of the author(s). All liability for the advertisements rests with the 
appropriate organization(s). Association of Clinical Biochemistry Specialists, 
the Editor-in-Chief and Kare Media do not accept any responsibility for 
articles and advertisements.

The manuscripts submitted to the journal, except abstracts, presentations, 
reviews and parts of theses, should not have been accepted and published 
previously elsewhere in electronic or printed format. Manuscripts evaluated 
and rejected by other journals must mention any previous submissions 
and supply reviewer’s reports. This will help to accelerate the evaluation 
process. If the submitted manuscript has been previously presented at a 
meeting, the name, date, city and country must be specified.

The authors transfer all copyrights of the manuscript in the framework 
of national and international regulations to the Association of Clinical 
Biochemistry Specialists as of evaluation process. A Copyright Transfer 
Form signed by corresponding author in order must be submitted to the 
journal with manuscript. After acceptance of manuscript, all of authors must 
fill and sign Copyright Transfer form. A separate form for each manuscript 
should be submitted. Manuscripts submitted without a Copyright Transfer 
Form will not be accepted. In the case of rejection, all copyrights transfer 
to the authors again. Authors must confirm that they will not submit the 
work to another journal, publish it in the original or another language and 
or allow a third party to use the manuscript without the written permission 
of the Association of Clinical Biochemistry Specialists.

All contents are the authors’ responsibility. All financial liability and legal 
responsibility associated with the copyright of submitted tables, figures and 
other visual materials protected by national and international laws rest with 
the authors. The authors take responsibility for any legal proceedings issued 
against the journal.

Rejected manuscripts will not be returned except for artwork.

To clarify scientific contributions and responsibilities and any conflict 
of interest issues relevant to the manuscript, all parts of the ‘Authors' 
Contribution’ form must be completed by the corresponding author and 
the‘ICMJE Uniform Disclosure Form for Potential Conflicts of Interest’ 
must be completed online by all authors. Both forms should be included in 
the manuscript at the time of original submission.

Guidelines: The format of the manuscripts must be in accordance with 
the ICMJE Recommendations for the Conduct, Reporting, Editing and 
Publication of Scholarly Work in Medical Journals (updated in December 
2014:http://www.icmje.org/icmje-recommendations.pdf).

The presentation of the manuscripts must be in accordance with 
international guidelines. CONSORT should be used for randomized trials, 
STROBE for observational studies, STARD for diagnostic studies, PRISMA 
for systematic reviews and meta-analyses, ARRIVE for animal studies, and 
TREND for non-randomized behavior and public health studies.
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Ethics: All manuscripts will be vetted by the Editor-in-Chief’s Office for 
possible plagiarism and duplication. Sanctions will be imposed in accordance 
with the guidelines of the Committee on Publication Ethics (COPE) when 
non-ethical issues arise. The authors must obtain the permission of the 
copyright holder for non-original tables, figures, graphs, images and other 
visuals.

The authors should acknowledge and provide detailed information on 
any contributions in kind and financial support given by any foundations, 
institutions and firms.

An ethics committee report prepared in conformity with the WMA 
Declaration of Helsinki - Ethical Principles for Medical Research Involving 
Human Subjects and the Guide for the Care and Use of Laboratory Animals 
is required to be submitted with experimental and clinical studies, drug trial 
studies and some case reports. Authors may be asked by the Editor-in-Chief’s 
Office for an ethics committee report or similar in other circumstances also. 
Manuscripts reporting the results of experimental studies must explain in 
detail all procedures which volunteer subjects and patients have undergone 
and a statement indicating that consent for the study has been obtained 
from all subjects should be included in the text. Animal studies should clearly 
specify how pain or discomfort has been relieved.

PREPARATION AND SUBMISSION OF MANUSCRIPTS

Manuscript files should be prepared with Microsoft Office Word. The 
online submission system will direct authors during all stages of submission 
and provide necessary support for accelerating the submission process. A 
list of the files that should be supplied through the online submission system 
is provided below.

1. Title Page
2. Main Text
3. Tables, Graphs and Figures
4. Copyright Transfer Form
5. Author Contribution Form

ICMJE Uniform Disclosure Form for Potential Conflicts of Interest

MANUSCRIPT TYPES

Contributions may be in the form of clinical and basic Original Research 
articles, Reviews, Short communications, Case reports, Letters to the 
Editor, Opinion papers, Technical notes and Editorial Comment. The 
Journal also publishes brief reports on original studies or evaluations, book 
reviews, and proceedings of scientific meetings.

Original Research: Consists of Title, Authors, their addresses, Abstract, 
Key Words, Introduction, Materials and Methods, Results, Discussion, 
Ethical Considerations (if necessary), Acknowledgements, Conflict of 
Interest, References, Figure Legends, Figures, and Tables. It should not 
exceed 5000 words excluding the references. The manuscript should have 
no more than 50 references and a total of 6 tables and/or figures. 

Review: Reviews prepared by authors with extensive knowledge on 
a particular field, which has been reflected in international literature by 
a high number of publications and citations, are evaluated. The authors 
may be invited by the Editor-in-Chief. A review should be prepared in the 
format describing, discussing and evaluating the current level of knowledge 
or topic that is to be used in the clinical practice and it should guide 
further studies. A review article consists of Title, Authors, their addresses, 
Abstract, Key Words, Introduction, Main Sections under headings written 
in bold and sentence case, Subsections (if any) under headings written 

in italic and numbered consecutively with Arabic numerals, Conclusion, 
Acknowledgements, Conflict of Interest, References, Figure Legends, 
Figures, and Tables. The manuscript should have no more than 75 references 
and a total of 6 tables and/or figures. Supplemental data are permitted for 
Review articles. Abstract should not include subheadings and should be 
limited to 300 words. Keywords section should contain a minimum of three 
and a maximum of six items in accordance with Medical Subject Headings 
(MeSH) terms prepared by the National Library of Medicine (NLM) and 
should be provided just below the abstract. Main Text should include 
Introduction, other subheadings and Conclusion sections and should be 
limited to 5000 words excluding the references. Tables, Figures and Images 
should be provided after the reference list according to their order of 
appearance in the text. 

NOTE: The originality of the visuals included in the reviews should 
be assured by submission of an accompanying letter by the authors. 
Appropriate citation should be done for the visuals adapted from previously 
published sources, in accordance with the original versions of the printed 
or electronic copies. The written permission obtained from the copyright 
holder (publisher, journal or authors) should be sent to the Editor-in-
Chief’s Office.

Short communications: These manuscripts are intended to concise and 
quick publishing of a new finding. Publishing of research articles under this 
concept is decided by the Editorial Board, providing that the authors adhere 
to the publishing format. The general format of this type of manuscript 
is similar to that of research articles except the word and reference 
limitations. For the short communications, main text should not exceed 
1,500 words and number of references should not exceed 15.

Case Report: Since a limited number of case reports is published, only 
reports which are related to rare cases and conditions that constitute 
challenges in diagnosis and treatment, offer new methods or suggest 
knowledge not included in books, and are interesting and educational 
are accepted for publication. A case presentation consists of Title, 
Authors, their addresses, Abstract, Key Words, Introduction, Patients 
and Methods, Results, Discussion, Conclusion, Ethical Considerations, 
Acknowledgements, Conflict of Interest, References, Figure Legends, 
Figures, and Tables. Main Text should not exceed 1500 words excluding the 
references. The reference list should follow the main text and the number 
of references should be limited to 15. Tables, Figures and Images should be 
provided after the reference list according to their order of appearance in 
the text and should be limited to two.

Letter to the Editor: Letters to the Editor aim to discuss the importance 
of a manuscript previously published in the journal. This type of manuscripts 
should also include a comment on the published manuscript. Moreover, 
articles on topics of interest to readers within the scope of the journal, 
especially on educational issues, can be published in the format of a Letter to 
the Editor. It consists of title, main text and references sections. Abstract, 
Keywords, Tables, Figures and Images, and other visuals are not included. 
Main Text should not include subheadings and it should be limited to 500 
words. The reference list should follow the main text and the number of 
references should be limited to five. The volume, year, issue, page numbers, 
authors’ names and title of the manuscript should be clearly stated, included 
in the list of references and cited within the text.

Opinion papers: Opinions on the topics within the scope of the 
journal that are prepared by the experts are published in this section. An 
opinion consists of Title, Authors, their addresses, Abstract, Key Words, 
Introduction, Discussion, Conclusion, Ethical Considerations (if necessary), 
Acknowledgements, Conflict Of Interest, References, Figure Legends, 
Figures, and Tables. Editorial Board decides the eligibility of an opinion with 
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respect to its concept and language. For the opinions, main text should 
not exceed 1,500 words and number of references should not exceed 15.

Technical reports: Manuscripts on development and application of new 
methodologies are published in this category. A technical report consists of 
Title, Authors, their addresses, Abstract, Key Words, Introduction including 
the main aspects of the method involved, Materials and Methods, Results, 
Discussion, Ethical Considerations (if necessary), Acknowledgements, 
Conflict of Interest, References, Figure Legends, Figures, and Tables. Data 
analysis should be presented in Materials and Methods. Clinical technical 
reports should include and discuss the clinical significance of values and 
their deviations. For the technical reports, main text should not exceed 
1,500 words and number of references should not exceed 10.

Editorial Comment: Authors are selected and invited by the Editor-
in-Chief. This type of manuscript aims at providing a brief commentary 
on an article published in the journal by a researcher who is an authority 
in the relevant field or by the reviewer of the article. It should consist 
of title, main text and references sections. Main Text should not include 
subheadings and should be limited to 500 words. The reference list should 
follow the main text and the number of references should be limited by 
15. Abstract, Keywords, Tables, Figures, Images and other visuals are not 
included in editorial comments.

PREPARATION OF MANUSCRIPTS

Manuscripts should be prepared according to the above mentioned word and 
reference limitations and other related information. Language: Manuscripts 
should be written in clear and concise English. Please have your text 
proofread by a native English speaker before you submit for consideration.

The manuscripts submitted to our journal are classified and evaluated 
according to the manuscript types stated below. During preliminary 
evaluation, the editors assess whether a manuscript’s format and sub-
headings are prepared in accordance with the journal’s guidelines. Therefore, 
it is important that authors check the accuracy of the main text in terms of 
the following.

Title Page: Title should be concise and informative and reflect the content 
of the manuscript and should not exceed 15 words. Avoid abbreviations 
and formulae where possible. It should be written in sentence case; that 
is, first letter of the initial word should be written in capital letter and rest 
of the title should be typed with lower case letters except proper nouns 
and abbreviations.

Information about the authors and their institutions should not be included in 
the main text, tables and figures . Since submitted manuscripts are evaluated 
by the reviewers through the online system, personal identification is 
excluded in the interests of unbiased interpretation. Thus, only information 
about the manuscript as specified below should be included on the title 
page. For each type of manuscript, it is mandatory to upload a title page as a 
separate Microsoft Word document through the online submission system. 
The title page should include the names of the authors with their latest 
academic degrees, and the name of the department and institution, city 
and country where the study was conducted. If the study was conducted 
in several institutions, the affiliation of each author must be specified with 
symbols. The first letters of authors’ names and surnames should begin with 
capital letter and the rest should be written in lower case letters. If there is 
more than one author, corresponding author should be indicated. 

The correspondence address should contain the full name of the 
corresponding author, postal and e-mail addresses, phone and fax numbers. 
If the content of the manuscript has been presented before, the name, 
date and place of the meeting must be noted. Disclosure of conflict of 
interest, institutional and financial support, author contributions and 
acknowledgments should be included on the title page.

Structured Abstract: It should be structured with Objective, Methods, 
Results and Conclusion subheadings and should be limited to 300 words. 
The abstract should state briefly the purpose of the research, the 
principal results and major conclusions. An abstract is often presented 
separately from the article, so it must be able to stand alone. For this 
reason, References should be avoided. Also, non-standard or uncommon 
abbreviations should be avoided, but if essential they must be defined at 
their first mention in the abstract itself. Level of evidence has to be stated 
at the end of the abstract as a separate paragraph. 

Keywords: This section should contain a minimum of three and a maximum 
of six items in accordance with Medical Subject Headings (MeSH) terms 
prepared by the National Library of Medicine (NLM) and should be placed 
just below the abstract.

Main Text: Text should be prepared with MS Word document. All text 
should be written with Arial font type at 12 font size and double spaced 
on A4 sized paper with 1 cm right margin and 3 cm other margins. Header 
and/or footer should not be inserted in the text except that the pages 
should be numbered with Arabic numerals. Main text should consist of 
title, introduction, materials and methods, results and discussion

Introduction: State the objectives of the work and provide an adequate 
background, avoiding a detailed literature survey or a summary of the 
results. The unnecessary details and excessive references should be avoided. 
Hypothesis and the aim of the study should be stated in the introduction.

Material and methods: Provide sufficient detail to allow the work to be 
reproduced. Methods already published should be indicated by a reference: 
only relevant modifications should be described. Design and place of 
the study, subjects/patients, if applicable, information on the treatment 
procedures, statistical methods and information on the adherence to the 
ethical rules should be indicated.

Statistical analysis should be conducted in accordance with the guidelines 
on reporting statistical data in medical journals. The software used 
for statistical analysis must be described. The outcomes of statistical 
analyses and interpretation of the results must be in evidence-based 
scientific language. Statistics- statistical methods should be explained in 
detail in the Materials and Methods so that if original data is given, the 
results can be verified. If possible, quantitative results should be given 
and appropriate indicators should be used to indicate measurement 
error or uncertainty.

Results: Results should be clear and concise. Results must be concise 
and include figures and tables. Descriptive statistics should be compatible 
with the nature of data and statistical analyses used. The graphs should be 
prepared to reflect the important features of data. Please avoid excessive 
figures and tables.

Tables, Graphs and Figures

• Tables, Graphs, Figures and other visuals should be numbered in the 
order of their citation within the text and names of patients, doctors 
and institutions should not be disclosed.

• Tables should be prepared in a Microsoft Office Word document 
using the command ‘Insert Table’ and inserted at the end of the 
references in the main text.

• Tables should not be submitted in JPEG, TIFF or other visual formats. 
For microscopic images, the magnification ratio and staining technique 
used should be specified in addition to figure legends.
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• Roman numbers should be avoided in tables and figures within 
the text and their titles. Each table should be clearly labeled and 
numbered consecutively with Arabic numerals (Table 1, Table 2, etc.). 
The abbreviations used must be defined. As with the text, reporting 
of concentration units consists of analyte concentrations expressed 
in the text in the traditional mass unit (mg/dL, ng/ml, and so forth) 
followed by the SI unit in parentheses

• The thickness of the lines in graphs should be sufficient to minimize 
loss of quality if size reduction is needed during the printing process. 
The width of the graphs should be 9 cm or 18 cm. Drawings should be 
performed by professionals. No grey colours should be used.

• Abbreviations should be explained in alphabetical order at the bottom 
of the tables, graphs and figures.

• Explanations should be at the bottom of the table as footnotes.

• Tables should not be divided into parts. Separate parts (Table 1A, 
Table 1B, etc.) will be considered separate tables and will count 
toward your overall table/figure count.

• Table captions should be limited to 60 words.

• Tables should be easily understandable and should not repeat the data 
in the main text.

• In addition to the pictures included in case reports and original images, 
video and movie images are published on the journal’s website. These 
images should be prepared in MPEG format with a maximum size of 
2 MB. They should be submitted to the journal with the manuscript 
documents. The names of patients, doctors, institutions and places 
should be omitted from all documents.

• All figures must be uploaded separately as image files in Tagged Image 
File Format (.TIFF) or Encapsulated Postscript (.EPS). Microsoft 
Power Point (.PPT) is also acceptable; however, the graphics must 
contain embedded fonts with one image per slide, one slide per file. 
Each image should have a resolution of 600 dots-per-inch (dpi).

• Indicate each footnote in a table with a superscript lowercase letter.

Discussion: This should explore the significance of the results of the 
work, not repeat them. A combined Results and Discussion section is 
often appropriate. Avoid extensive citations and discussion of published 
literature.

Conclusions: The main conclusions of the study may be presented in a 
short Conclusions section, which may stand alone or form a subsection of 
a Discussion or Results and Discussion section.

Appendices: If there is more than one appendix, they should be identified 
as A, B, etc. Formulae and equations in appendices should be given separate 
numbering: Eq. (A.1), Eq. (A.2), etc.; in a subsequent appendix, Eq. (B.1) and 
so on. Similarly for tables and figures: Table A.1; Fig. A.1, etc.

Abbreviations: Define abbreviations that are not standard in this field in 
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25-hydroxyvitamin-D3 analysis with high-performance 
liquid chromatography in terms of total analytical error and 
measurement uncertainty

Clinical laboratories play a crucial role in diagnosing, treat-
ing, and monitoring diseases. Ensuring the accuracy and 

consistency of data obtained in the biochemistry laboratory is 
essential for obtaining reliable and comparable results.
Scientifically, all measurement results, including those from 
clinical laboratories, inherently contain some degree of er-
ror. To evaluate analytical performance characteristics, clini-

cal laboratories utilize parameters such as total analytical er-
ror (TAE), bias, coefficient of variation (CV), and uncertainty 
of measurement (MU) [1].
The concept of total analytical error was introduced by West-
gard et al. [2] in 1974, defining error in clinical laboratory 
results. TAE combines imprecision and bias in a test result, 
encompassing both random and systematic errors [3]. Tradi-

Objectives: Ensuring the accuracy and consistency of data obtained in the biochemistry laboratory is essential for 
obtaining reliable and comparable results. This study aims to calculate total analytical error (TAE) and measurement 
uncertainty (MU) values to assess the analytical performance of the 25-hydroxyvitamin D3 (25-OH vitD3) analyte mea-
sured using high-performance liquid chromatography (HPLC) in our laboratory.
Methods: In our study, the internal quality control (IQC) results, which were analyzed at two levels daily between 
01–01.2022–31.12.2022, and the data of the external quality control (EQC) program, which was performed at two lev-
els per period for four periods per year, were retrospectively examined for the MU and TAE calculations of the 25-OH 
vitD3 analyte. TAE was calculated by the formula TAE% = Bias% + (1.65×CV%). MU has been calculated adhering to the 
Nordtest guideline.
Results: In our study, while TAE values and U value calculated using EQC data for bias and u(bias) calculation were 
found to be higher than the analytical performance goals we used in our study, TAE values and U value calculated using 
IQC data for bias and RMSbias calculation were found to be lower than the analytical performance goals we used in 
our study.
Conclusion: Clinical laboratories should evaluate analytical performance at regular intervals using appropriate meth-
ods. In cases where the number of participants using the same method and device in the EQC program is low, we rec-
ommend that EQC data not be used in the calculation of the bias component when evaluating analytical performance 
with TAE or MU.
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tionally, bias and imprecision (CV) are linearly added in TAE 
detection, represented as TAE=bias+z.CV, where the value es-
tablishes the range around the "true" value of the measured 
analytical results with a specified probability, often 95% [4].
The Guide to the Expression of Uncertainty in Measurement 
(GUM), published in 1995, introduced the measurement un-
certainty concept [5]. ISO standards, such as ISO 15189, man-
date laboratories to determine uncertainty for each test [6]. 
Measurement uncertainty can be assessed through bottom-
up or top-down approaches. The bottom-up approach in-
volves identifying all uncertainty components for subsequent 
calculation, while the top-down approach utilizes internal and 
external quality control data for practical uncertainty estima-
tion [7]. The Nordtest approach provides a practical and un-
derstandable method for uncertainty estimation [8].
Quality, defined as conformity to requirements, is evaluated by 
comparing measured performance with intended use require-
ments [9]. Models like the Clinical Laboratories Improvement 
Amendments (CLIA) and data from organizations like the Col-
lege of Pathologists of Australasia (RCPA) and the European 
Federation of Clinical Chemistry and Laboratory Medicine 
(EFLM) are instrumental in setting quality targets [10, 11].
It is known that vitamin D plays an important role in various 
physiological processes, especially bone metabolism, and its 
deficiency is associated with many diseases in humans [12]. 
Vitamin D is transported in the circulation mainly as vitamin 
D3 (cholecalciferol) and vitamin D2 (ergocalciferol) by bind-
ing to vitamin D binding-protein. 25-hydroxyvitamin-D3 (25-
OH-D3), which accounts for more than 95% of measurable 
vitamin D in serum with its relatively low biological variation 
and long half-life, is considered the analyte of choice in the 
assessment of vitamin D status [13]. Nowadays, 25-OH-D3 
measurement depends on different measurement tech-
niques such as high-performance liquid chromatography 
(HPLC), liquid chromatography-tandem mass spectrometry 
(LC-MS/MS), or immunosorbent (ELISA), chemiluminescence 
(CLIA), electrochemiluminescence (ECLIA). While chromato-
graphic methods are acknowledged as the gold standard 
for measuring low concentrations of analytes in serum, the 
time-consuming sample pretreatment procedures associ-
ated with chromatography to measure 25(OH)D metabo-
lites have led to the widespread use of electrochemilumi-
nescence methods. Despite drawbacks like cross-reactivity 
between the D2 and D3 forms of antibodies, these electro-
chemiluminescence methods are favored due to their effi-
cient and rapid workflow [14].
This study aims to calculate TAE and MU values to assess the 
analytical performance of the 25-hydroxyvitamin D3 (25-OH 
vitD3) analyte measured using high-performance liquid chro-
matography (HPLC) in our laboratory. The results will be com-
pared to the desirable biological variation database specifi-
cation for total allowable error (TEa) from EFLM [15] and the 
desirable analytical performance specification for standard 
measurement uncertainty according to Braga et al.’s [16] article.

Materials and Methods
25-OH vitD3 analyses were carried out on an HPLC device 
(Thermo Ultimate 3000, ABD) using the Vitamin D ClinRep 
HPLC kit (Recipe Chemicals & Instruments, Munich, Germany) 
at the biochemistry laboratory of Training and Research 
Hospital. In our study, the internal quality control (IQC) results, 
which were analyzed at two levels daily between 01–01–2022 
and 31–12–2022, and the data of the external quality con-
trol (EQC) program (Instand, Düsseldorf, Germany), which 
was performed at two levels per period for four periods per 
year, were retrospectively examined for the MU and TAE cal-
culations of the 25-OH vitD3 analyte. Instand External Quality 
Assessment Scheme distributes human serum samples four 
times per year to between 272–337 participants worldwide 
for the determination of total serum 25-OH-D3 with 8 partic-
ipants in peer group. Each level of IQC material had the same 
lot number throughout the study. EQC results were within ac-
ceptable limits in all periods, and no exclusions were made. 
No human or animal biological material was used in the study.

Analytical performance characteristics
Calculation of total analytical error (TAE): Total analytical 
error was calculated separately for both levels of IQC material 
using the following formula:
TAE%=Bias% + (1.65×CV%)
The CV% of IQC samples analyzed at two levels on each anal-
ysis day was calculated separately for both levels of IQC ma-
terial using the following formula (a). In our study, three sep-
arate bias calculations were made using IQC and EQC data. In 
addition to the bias calculation using the peer group EQC data 
using the formula (b) below, a separate bias calculation was 
made using the formula (c) below with the EQC data of all par-
ticipants due to the low number of peer group participants. 
The absolute values of the calculated biases were summed 
and divided by the total number of EQC analyses, and the bias 
value used in the total analytical error formula was obtained. 
In addition, the bias was calculated separately for both levels 
of IQC materials using the following formula (d) with the re-
sults obtained from the IQC samples. The mean value declared 
by the manufacturer was used as the target value in the bias 
calculation from the IQC material.
a. CV% = (Standard Deviation/mean)×100
b. Bias% = [(laboratory result – mean of peer group)/mean of 

peer group]×100
c. Bias% = [(laboratory result – mean of all participants)/

mean of all participants]×100
d. Bias% = [(mean of IQC results – target value)/target value] 

×100
Calculation of measurement uncertainty: The Nordtest guide, 
which is a more useful and practical method for clinical laborato-
ries in calculating uncertainty, recommends using both internal 
and external quality control results. In our study, the calculation 
model defined in the Nordtest guide was used to calculate mea-
surement uncertainty[8]. Calculations were made step by step.
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Step 1: Calculation of the intra-laboratory repeatability (Rw) 
component of uncertainty: To express the uncertainty coming 
from the analytical process, arithmetic mean, SD, and CV% val-
ues were calculated separately for each level (L1, L2) using daily 
internal quality control data. The obtained CV% values were 
substituted into the formula below, and the repeatability uncer-
tainty component (Rw) was calculated. The standard uncertainty 
u(Rw) value was obtained by dividing the Rw value by two.
Rw = √[(CVL1)2 + (CVL2)2] / n
u(Rw) = Rw/2
Since each level of IQC materials had the same lot number 
throughout the study, a total of two CV% values were ob-
tained, one for each level (n=2).
Step 2: Calculation of the bias component of the uncertainty 
u(bias): It indicates the standard uncertainty of the bias value 
and is divided into two: laboratory (RMSbias) and material 
(u(Cref )) bias.
u(Bias) = √(RMSbias)2 + u(Cref )2

Calculation of RMSbias (Laboratory bias): Three different 
RMSbias calculations were made with three different bias 
values calculated using the IQC data and the EQC data of all 
participants and the peer group. When using IQC data, the av-
erage of the absolute values of the biases calculated for both 
levels of IQC materials was used as the RMSbias value. The fol-
lowing formula was used to calculate RMSbias with the results 
obtained from EQC samples.
RMSBias = √Σ(bias)2 / n
The "n" value in the formula refers to the number of biases in 
the year obtained from the EQC evaluation results.
Calculation of u(Cref) (Material-induced bias): u(Cref ) is de-
fined as the uncertainty component obtained from certified 
reference material or by calculating the actual or expected 
value from external quality control results. Three different 
u(Cref ) values were obtained using the uncertainty data ob-
tained from the calibration and the EQC data of all partici-
pants and the peer group.
The following formula was used to calculate the u(Cref ) value 
from EQC data. When the u(Cref ) value obtained with this 
formula was used, u(Bias) calculations were made with the 
RMSbias value calculated from EQC data.
u(Cref ) = CVmean/√nLab
In the EQC report, bias and CV% values are reported as calcu-
lated to contribute to measurement uncertainty calculations. 
CV% values obtained from EQC reports were used. For each 
period and level, the CV% values of peer or all group in the 
EQC report were summed and divided by the number of CV% 
obtained. CVmean was obtained. The number of participants of 
peer or all group was summed and divided by the number of 
periods in the EQC program. nLab value was obtained.
In addition to the u(Cref ) value calculated from EQC data, the 
uncertainty data from calibration was also used for the u(Cref ) 
value. In this case, the RMSbias value calculated from IQC data 

was used in u(Bias) calculations. A single level calibrator is 
used in the analysis of 25-OH vitD3. For the uncertainty value 
from the calibration, the information in the calibrator package 
insert was used: The uncertainty of the mean value is ±2.3% at 
a 95% confidence level.
Step 3: Calculation of the combined standard uncertainty 
(uc): Using u(Rw) and u(bias), the combined standard uncer-
tainty (uc) was calculated using the formula below.
uc = √[u(bias)2 + u(Rw)2]
Step 4: Calculation of the expanded uncertainty value (U): 
The expanded uncertainty value was calculated by multiply-
ing the combined standard uncertainty value by the k factor. 
The value 1.96 was taken for k, which represents the 95% con-
fidence interval.
U = k × uc
All calculations were made using Microsoft Office Excel (Mi-
crosoft Corporation, Redmond, WA, USA).

Analytical Performance Goals
Total allowable error (TEa): As the TEa value, the desirable 
biological variation database EFLM specification for TEa was 
used [15]. Permissible limits of measurement uncertainty
In our article, the desirable analytical performance specifica-
tions for standard measurement uncertainty in the article by 
Braga et al. [16] were used. The expanded uncertainty limit 
was determined by multiplying this standard uncertainty 
value with the value of 1.96, which represents the 95% con-
fidence interval.

Results
The determined total analytical error (TAE) values, obtained 
by utilizing EQC data from a peer group for bias calculation, 
were identified as 23.89 and 20.36 for L1 and L2, respectively. 
Similarly, when TAE values were calculated using EQC data 
from all participants for bias calculation, the results were 27.71 
and 24.18 for L1 and L2, respectively. In contrast, TAE values 
derived from IQC data for bias calculation were 12.30 and 8.73 
for L1 and L2, respectively. Our study employed a TAE analyti-
cal performance goal of 12.40, as outlined in Table 1-3.
The determined uncertainty (U) value, calculated by using 
EQC data from a peer group for the calculation of u(bias), was 
identified as 32.58. Similarly, when the U value was calculated 
using EQC data from all participants for the computation of 
u(bias), the result was 35.77. Furthermore, the U value, cal-
culated using IQC data for RMSbias calculation and incorpo-
rating the uncertainty value from calibration for u(Cref ), was 
established at 6.31. In our study, the analytical performance 
goal for U was set at 19.60, as indicated in Table 1-3.

Discussion
The assessment of analytical performance holds significant im-
portance in the realm of quality management for clinical labora-
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tories. Total Analytical Error (TAE) has been widely employed in 
clinical laboratories globally due to its practicality and straight-
forward mathematical model. Its simplicity and ease of calcula-
tion have notably influenced clinical chemistry, particularly in 
the United States, where the US Food and Drug Administration 
cites guidance from the Clinical and Laboratory Standards In-
stitute based on the TAE approach for clinical laboratory testing 
[17]. While total error methods have firmly established them-
selves in laboratory medicine, other fields of metrology have 
shifted towards measurement uncertainty methods. It's worth 
noting that unlike measurement uncertainty, the concept of 
Total Analytical Error is not part of the International Vocabu-
lary of Metrology (VIM) [18] or the Guide to the Expression of 
Uncertainty in Measurement (GUM) [5]. ISO 15189 specifically 
mandates the use of Measurement Uncertainty (MU) in calcu-
lations, although the standard doesn't provide explicit guid-
ance on practical determination [6]. In response, ISO/TS 20914 
has been published as a practical guide for estimating MU in 
clinical laboratories [19]. This technical standard takes a more 
practical "top-down" approach, in contrast to GUM's intricate 
mathematical models rooted in a "bottom-up" methodology.
There is controversy about the pros and cons of TAE and MU. 
The similarity between both models is that they both express 
the reliability of the test result from a different perspective. 
Regardless of the controversy on the pros and cons of TAE 
and MU, in our study we evaluated the analytical performance 

characteristics of the 25-OH vitD3 analyte in terms of TAE and 
MU. When calculating TAE in our study, we used different data 
sources for the bias component: IQC and EQC data. TAE results 
calculated with the bias obtained from EQC data were higher 
than TAE results calculated with the bias obtained from IQC 
data. In addition, while the TAE results calculated with the 
bias obtained from EQC data were higher than our analytical 
performance targets, the TAE results calculated with the bias 
obtained from IQC data were lower than our analytical perfor-
mance targets. While our EQC results were within acceptable 
limits in all periods, we examined the root reason why the TAE 
results calculated with the bias obtained from EQC data were 
higher than the analytical performance targets: It was seen 
that the number of participants using the same method and 
device as us in the EQC evaluation program of which we are a 
member was 8. We think that the small number of participants 
is not suitable for both external quality assessment and ana-
lytical performance evaluation with TAE. Furthermore, given 
the absence of standardization in vitamin D measurement, we 
believe it would be inappropriate to compare our vitamin D 
results with those obtained through different methods in ex-
ternal quality assessment. Because of this, calculating TAE us-
ing the bias result derived from EQC data from all participants 
will not give accurate outcomes. Similar to the TAE calculation, 
we used different data sources for the RMSbias component in 
our MU calculation. Findings similar to our TAE results were 

Table 1. Analytical performance characteristics and analytical performance goals (bias and u(bias) values were calculated using 
EQC data of peer group)

CV% CV% Mean of TAE TAE U Desirable Permissible 
(IQC L1) (IQC L2) Bias% (EQC) (IQC L1) (IQC L2)   specification limits of U 
      for TEa*

7.42 5.28 11.65 23.89 20.36 32.58 12.40 19.60

*: Desirable biological variation database specification for TEa. EQC: External quality control; CV(%): Coefficient of variations; IQC: Internal quality control; L1: level 1; L2: level 2; TAE: 
total analytical error; U: expanded uncertainty; TEa: Allowable total error.

Table 3. Analytical performance characteristics and analytical performance goals (Bias and RMSbias values were calculated using 
IQC data and u(Cref) value was calculated using the uncertainty value from calibration)

CV% CV% Bias% Bias%  TAE TAE U Desirable Permissible 
(IQC L1) (IQC L2) (IQC L1) (IQC L2) (IQC L1) (IQC L2)    specification limits of U 
       for TEa*

7.42 5.28 0.06 0.02 12.30 8.73 6.31 12.40 19.6

*: Desirable biological variation database specification for TEa.

Table 2. Analytical performance characteristics and analytical performance goals (bias and u(bias) values were calculated using 
EQC data of all participitants)

CV% CV% Mean of TAE TAE U Desirable Permissible 
(IQC L1) (IQC L2) Bias% (EQC) (IQC L1) (IQC L2)  specification limits of U 
      for TEa* 

7.42 5.28 15.47 27.71 24.18 35.77 12.40 19.60

*: Desirable biological variation database specification for TEa.
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also present in the MU results. In the study conducted by 
Demir et al. [20] using the chemiluminescence immunometry 
method, they found the expanded measurement uncertainty 
for 25-OH vitD3 measurement to be 24%. Cavalier et al. [21], 
in their study using low, medium, and high serum pools on 
the Roche Elecsys device for measurement uncertainty of 25-
OH vitD3, found the relative uncertainty values to be 22.4%, 
20.9%, 14.8%, respectively. Basat et al. [22], in their study 
where they evaluated the measurement uncertainty of 25-
OH vitD3 analyte with Liquid Chromatography-Tandem Mass 
Spectrometry, found the expanded measurement uncertainty 
to be 34.64%. In this study, the RMSbias component was cal-
culated with EQC data. In our study, when the RMSbias com-
ponent was calculated with EQC data, the expanded measure-
ment uncertainty was found to be 32.58%. However, while the 
number of EQC program participants in our study was 8, the 
number of EQC program participants in Basat et al.'s [22] study 
was between 152–157.
To determine whether the measured performance aligns with 
quality standards, it must be compared to an analytical perfor-
mance specification (APS) or target. EFLM has recommended 
a straightforward approach for determining the APS of an 
analyte. According to this approach, there are three models: 
model 1—clinical outcomes, model 2—biological variation, 
and model 3—state-of-the-art performance [23]. In general, 
it is favored to apply Model 2, where APS is based on BV [24]. 
As the TEa value, the desirable biological variation database 
EFLM specification for TEa was used in our study [15]. Quite 
recently, Cavalier et al. [25] conducted an investigation into 
Model 2, generally regarded as the most comprehensive ap-
proach, and Model 1 over the course of one week and three 
months. The objective was to evaluate the APS for MU neces-
sary for detecting a significant or highly significant change in 
25(OH)D3 concentration. Cavalier et al. [25] asserted that the 
conventional method of generating and applying Biological 
Variation (BV) data is inappropriate for 25(OH)D, given the 
seasonal fluctuations in analyte levels. They suggested an al-
ternative approach. Considering the physiological changes in 
25(OH)D3 concentrations over time, they proposed the APS 
for MU as follows: 9.6% to detect a difference at p<0.01 (de-
fined as 'desirable' MU). Braga et al. [16], in their article where 
they presented the performance characteristics of measure-
ment uncertainty of common biochemical measurements 
according to Milan models, stated that the desirable specifica-
tion for MU according to model 1 in vitamin D measurement 
was 10%. In our article, the desirable analytical performance 
specifications for standard measurement uncertainty in the 
article by Braga et al. [16] were used.
Variations in vitamin D measurement methods and the ab-
sence of standardization in calibrators pose challenges in 
establishing a single cut-off point, leading to discrepancies 
among laboratories. Given that the diagnosis of 25(OH)D3 
deficiency relies heavily on the measurement outcome in 
conjunction with the clinical condition, achieving compara-
ble results across laboratories is currently unattainable due to 

substantial disparities in measurement methods and the ab-
sence of measurement uncertainty incorporated into the re-
sults [26]. Consequently, when reporting the 25(OH)D3 mea-
surement outcome, it is essential to also provide the measured 
or calculated measurement uncertainty [27]. The inclusion or 
exclusion of the measurement uncertainty value can result in 
new values, potentially altering the diagnostic categorization 
of patients from severe deficiency to a sufficient level [22].

Conclusion
As a conclusion, clinical laboratories should evaluate analyti-
cal performance at regular intervals using appropriate meth-
ods and produce solutions to error sources in line with the 
findings they obtain. In line with our results in this study, we 
would like to emphasize that laboratories should pay atten-
tion to the number of participants using the same method and 
device during the membership phase of the external quality 
control program. In cases where the number of participants 
using the same method and device in the EQC program is low, 
we recommend using IQC data to calculate the bias compo-
nent when evaluating analytical performance with TAE or MU.
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Bioinformatic assessment of the relationship between breast 
cancer and autophagy-related protein Ambra1 mutation

Breast cancer (BC) stands as the predominant malignancy 
affecting women globally, holding the position of the 

second most prevalent cause of cancer-related fatalities in 
the female population [1]. BC manifests as a heterogeneous 
and multifaceted disease influenced by diverse pathogenic 
factors. The prognosis of BC significantly improves with early-
stage detection, evident in the notable enhancement of the 
5-year survival rate. However, 15% of BC patients still have a 
poor prognosis due to being diagnosed at an advanced stage 
[2]. Furthermore, BC is characterized by distinct molecular 

subtypes and inherent biological properties, necessitating 
diverse therapeutic strategies tailored to each subtype, result-
ing in subtype-specific clinical outcomes. It is a global health 
problem due to the lack of effective treatment strategies that 
can be used for all disease subtypes [3]. Targeted therapies im-
prove patient overall survival and reduce healthcare costs [3].

The regulatory protein Beclin1-regulated protein 1 (Ambra1) 
serves as an inherently dysregulated molecular protein ex-
erting control over the viability and apoptosis of cancer cells 

Objectives: Autophagy protein 1, regulated by Beclin 1 (Ambra1), promotes tumor formation and development by mod-
ulating autophagy. Therefore, in situ intervention in autophagy is a promising new strategy for tumor therapy. We aimed 
to evaluate the possible effects of changes in the Ambra1 gene on breast cancer (BC) treatment in the BRCA cohort.
Methods: The gene profile of a total of 996 patients with BC was examined using data obtained from the Cancer 
Genome Atlas database via cBioPortal. The effects of mutations on proteins were examined by scoring the Polymor-
phism Phenotyping v2, Mutation Assessor, and Sorting Intolerant from Tolerant databases. The association of genes 
with other genes was determined with the STRING database. Kaplan-Meier Plot database was used by evaluating the 
overall survival (OS). The promoter methylation was evaluated by the UALCAN database.
Results: Eleven mutations were detected. Four of these mutations were truncated proteins. Ambra1 tissue expression 
levels were upregulated compared to healthy tissue in the BRCA cohort; this was not statistically significant (p>0.05). 
Decreased Ambra1 expression levels were associated with a shorter OS (p=0.038). Ambra1 promoter region hyperme-
thylation was significant in the BRCA cohort compared to healthy tissue (p<0.001).
Conclusion: To our best knowledge, our study is the first to examine the relationship between BC and Ambra1 using 
bioinformatic tools. Ambra1 may be a candidate target molecule within the treatment strategy due to the mutations 
evaluated in the BRCA cohort, hypermethylation status, and the association of Ambra1 with shorter OS. However, these 
situations need to be confirmed by further studies.
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through the modulation of autophagic processes [4, 5]. Am-
bra1 protein has high plasticity. With this feature, it adapts 
very well to conformational changes. Current research reveals 
that Ambra1 is involved in multiple complex pathological pro-
cesses. Therefore, Ambra1 protein becomes a molecule with 
high research potential. While Ambra1 protein plays a role as 
a tumor suppressor in the regulation of cell proliferation and 
tumor formation, it also functions as an oncogene in the regu-
lation of tumor invasion and metastasis. This means that Am-
bra1 may play different roles in different genetic changes and 
different microenvironments [5].

Despite the contentious interpretations of Ambra1's involve-
ment in cancer, the deliberate suppression of autophagy in 
specific circumstances emerges as a potentially beneficial 
foundational approach for cancer therapy [5]. Recent find-
ings indicate that Ambra1 may exert inhibitory effects on the 
initiation, safeguarding, and advancement of cancer through 
the modulation of c-MYC and cyclins, which are commonly 
overexpressed in human cancer cells. Furthermore, Ambra1 
exhibits elevated expression levels across diverse cancer 
types and demonstrates a significant association with the 
prognostic outcomes of patients. Consequently, the multi-
faceted roles played by Ambra1 endure potential implica-
tions for clinical oncology, particularly in the contexts of tu-
morigenesis and cancer progression [5].

Autophagy has been extensively studied in BC cells to un-
derstand its functions and mechanisms. Despite this, there 
is limited work to understand the specific role of a protein 
called Ambra1 in BC. Ambra1 plays a crucial role in au-
tophagy induction, thus it may increase resistance or sensi-
tivity to chemotherapeutic agents in cancer treatment. Stud-
ies report that Ambra1 inhibits paclitaxel-induced apoptosis 
and chemosensitivity via the AKT−FOXO1−BIM pathway in 
MCF-7 and MDA-MB-231 breast cancer cells. Additionally, 
Ambra1 is tightly associated with chemoresistance. During 
chemotherapy, cancer cells can reduce the cytotoxicity of 
chemotherapeutic agents through autophagy, thus promot-
ing cancer survival. Therefore, autophagy inhibition by tar-
geting Ambra1 may enhance the therapeutic target-achiev-
ing effect of agents [4].

In light of the above information, we evaluated whether Am-
bra1 gene mutations, promoter region methylation status, 
and overall survival (OS) could contribute to the possible fu-
ture treatment strategy in our BRCA cohort.

Materials and Methods
Determination of the study group
The BRCA cohort to be evaluated in the study was obtained 
through the cBioPortal (https://www.cbioportal.org/) data-
base. When accessing this database from the given internet 
address, breast tissue was selected as the tissue option. Then, 
the Breast Invasive Carcinoma (TCGA, PanCancer Atlas) option 

was selected. Research was conducted in the BRCA cohort by 
selecting the relevant gene via the "Query By Gene" option.

Our BRCA cohort consists of a total of 996 cases. The BRCA 
cohort includes Breast Invasive Ductal Carcinoma (BIDC), 
Breast Invasive Lobular Carcinoma (BILC), Breast Invasive 
Carcinoma (BIC), and Invasive Breast Carcinoma (IBC) as can-
cer types. The results of these cases were obtained using 
the cBioPortal database (https://www.cbioportal.org/). The 
data were accessed on September 13, 2023, from The Cancer 
Genome Atlas (TCGA). The data used in this study were ob-
tained from the public database TCGA; therefore, ethical ap-
proval was not required.

Analysis of gene mutations
The cBioPortal database (https://www.cbioportal.org/) was 
used to evaluate the mutations in Ambra1. Thanks to this 
database, the amino acid in which the mutation occurred, 
the cancer subtype, and clinical information about the cancer 
were accessed. It was determined whether there was a so-
matic mutation or not thanks to the COSMIC (https://cancer.
sanger.ac.uk/cosmic) database.

Survival prognosis of Ambra1 gene
In conducting prognosis analysis for overall survival (OS), the 
Kaplan-Meier Plotter (KM) tool, accessible at https://kmplot.
com/analysis/, was employed. This tool systematically exam-
ines the associations between gene expressions and corre-
sponding cancer survival rates, providing valuable insights 
into overall survival outcomes [6]. Moreover, the application 
of this tool facilitated an in-depth comprehension of the prog-
nostic significance associated with the expression levels of the 
Ambra1 gene in BC patients. The KM plotter can evaluate the 
correlation between the expression of Ambra1 (mRNA) and 
survival in BC. The KM plotter uses Cox proportional hazards 
regression and the computation of the False Discovery Rate.

Gene-gene interaction
The STRING database (https://string-db.org/) systematically 
compiles and integrates information on protein-protein in-
teractions, encompassing both physical associations and 
functional relationships. The dataset is derived from various 
sources, including automated text mining of scientific litera-
ture, computational predictions based on co-expression and 
conserved genomic context, information from interaction ex-
periments databases, and established complexes/pathways 
sourced from curated references. Rigorous assessment and 
scoring of these interactions are performed [7].

Gene expression
Gene Expression Profiling Interactive Analysis, version 2 
(GEPIA2.0), was used to evaluate the expression of the Am-
bra1 gene between the tumor tissues and the adjacent nor-
mal tissues. GEPIA2.0 uses TCGA database and genotype-
-tissue expression dataset (GTEx) samples to perform this 
analysis. The screening criteria used in GEPIA2.0 were p<0.05 
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and |Log2FC| the cutoff point was 0.1. These criteria were used 
to filter out genes that were not significantly differentially ex-
pressed between the two datasets [8]. In the dataset used for 
gene expression, the number of breast cancer tissue samples 
is 1085, and the number of adjacent healthy tissue samples 
that do not contain cancerous tissue is 291, provided from the 
GEPIA2.0 database.

Pathogenicity of mutations
We used Polymorphism Phenotyping v2 (PolyPhen-2), Muta-
tion Assessor (MA), and Sorting Intolerant from Tolerant (SIFT) 
tools' algorithms on cBioPortal to investigate the possible 
pathogenicity and clinical effects of mutations detected in 
the Ambra1 gene. PolyPhen-2 (http://genetics.bwh.harvard.
edu/pph2/) uses a machine learning approach to classify ge-
netic variants as benign or harmful [9]. This tool is automated, 
meaning it can analyze large datasets of rare genetic variants 
quickly and efficiently. Predictions made by PolyPhen-2 are 
essential for interpreting the impact of rare genetic variants 
on human health and disease. The output of PolyPhen-2 can 
classify the substitution effect as benign (score≤0.5), possibly 
damaging (0.5<score≤0.9), or possibly damaging (score>0.9) 
[10]. Mutation Assessor (http://mutationassessor.org/r3/) 
functions as a server/tool that predicts the functional impact 
of amino acid substitutions in proteins. This tool is particu-
larly useful for identifying mutations discovered in cancer 
or missense polymorphisms. The functional impact of these 
mutations is evaluated based on the evolutionary conserva-
tion of the affected amino acid in protein homologues, that 
is, how similar the amino acid is between different species 
and how important it is for the function of the protein. The 
set used for validation contains 60,000 variants associated 
with diseases listed in the Online Mendelian Inheritance in 
Humans (OMIM) database. The evaluation results are given as 
low, medium, high, and neutral.

Sorting Intolerant from Tolerant (SIFT) (https://sift.bii.a-star.
edu.sg/) is a computational tool used to predict the poten-
tial impact of amino acid substitutions on protein function. 
These substitutions can have varying effects on protein func-
tion, ranging from no effect to complete loss of function. 
SIFT uses a combination of sequence and structural informa-
tion to predict the effect of these substitutions on protein 
function. The algorithm compares the amino acid sequence 
of the protein in question against a database of known pro-
tein sequences. Subsequently, SIFT assigns a score to each 
substitution indicating its likelihood of having a significant 
effect on protein function.

Promoter methylation status
UALCAN is an interactive open-access webpage for OMICS 
data analysis (http://ualcan.path.uab.edu/index.html). This 
database is built on PERL-CGI and can be used to analyze ap-
proximately 6000 gene methylation levels [11]. In this study, 
the promoter methylation level of Ambra1 in the BRCA 
dataset was examined.

Results
The cBioPortal web tool was used to analyze changes in the 
Ambra1 protein in BC patients. Among 996 cases, 11 cases 
(1.1%) of BC patients had genetic changes in the Ambra1 gene. 
The types of mutations encountered in BC in the Ambra1 gene 
are shown in Table 1. In the BRCA cohort, the most detected 
mutation type in the Ambra1 gene was a missense mutation 
(4 mutations, 36.3%), while the other mutations were 1 fusion 
gene mutation (9.1%), 2 frame shift deletions (18.2%), 2 splice 
region mutations (18.2%), 1 frame shift insertion (9.1%), and 
1 nonsense mutation (9.1%). All mutations were confirmed 
to be of somatic origin. The Ambra1 gene contains the WD40 
domain, which is 100% conserved throughout evolution, 
and three different types of motifs: two PxP (aa 275–281 and 
1206–1212), two TQT (aa 1104–1106 and 1116–1118), and 
one LIR (aa 1043–1052). Ambra1 is cleaved by caspases in the 
D482 region. While no mutations were detected before the 
WD40 domain and the D482 region, 7 different mutations 
were found in the regions covering PxP (aa1206–1212) and 
other motifs. Additionally, in the BRCA cohort, there are 4 mu-
tations in the Ambra1 gene that can cause truncated protein 
(p. I1256Ffs17, p. D1287Tfs78, p. E523*, p. S629Lfs*11). Addi-
tionally, there were recurrent hotspot (statistically significant) 
mutations along with these mutations in the Ambra1 gene. 
All recurrent hotspot mutations accompanying other Ambra1 
mutations are shown in Table 2.

The OS results we obtained from the KM plotter analysis are 
shown in Figure 1. According to the analysis results, we recog-
nized that decreased expression levels of Ambra1 were asso-
ciated with shorter survival (p=0.038).

The examination of gene-gene interactions was conducted 
through the utilization of the STRING database software pro-
gram. The outcomes of this analysis are visually represented 
in Figure 2, encapsulating the data derived from our investi-
gation. The other genes with which the Ambra1 gene inter-
acts most frequently are ATG14, BECN1, CUL4A, CUL4B, DDA1, 
DDB1, PIK3C3, PIK3R4, TRAF6, and UVRAG, respectively, ac-
cording to the relationship scoring, and it consists of a total of 
10 nodes. Apart from this, according to the gene relationships 
examined in different publications, it was also found to be as-
sociated with the ANXA5, GABARAPL2, SQSTM1, ATG5, CASP9, 
BCL2L11, FOXO1, AKT1, and ATG12 genes (Fig. 2).

Ambra1 gene expression levels of BC (n=1085) patients were 
higher than the healthy control group (n=291), but this in-
crease was not statistically significant (p>0.05) (Fig. 3).

The scores of PolyPhen-2, MA, and SIFT are shown in Table 2. 
Based on the outcomes of the analysis and scoring metrics, 
the mutation identified in the Ambra1 gene (p. L1090F) was 
ascertained as the most impactful missense mutation, induc-
ing substantial alterations in both protein structure and func-
tion. This mutation was consequently deemed the most path-
ogenic among the identified variants.
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Ambra1 promoter region methylation status 
was found to be statistically hypermethy-
lated in BRCA samples compared to healthy 
tissue (p<0.001) (Fig. 4).

Discussion
Ambra1 has been shown to increase metas-
tasis in BC mouse models [12]. Although the 
results need to be confirmed, upregulation 
of Ambra1 is thought to be associated with 
tumorigenesis and BC progression by affect-
ing some vital pathways [2]. The sensitivity 
of cells to chemotherapeutic agents and 
the regulation of chemosensitivity are quite 
important in BC patients. Ambra1 is a key 
protein controlling the switch between au-
tophagy and apoptosis and has been shown 
to modulate paclitaxel-induced apoptosis in 
BC cells via the BIM/mitochondrial pathway 
[13]. Studies have argued that Ambra1 reg-
ulates BIM expression at the transcriptional 
level through the Akt-FoxO1 pathway, and 
this regulation could be considered a poten-
tial target for BC treatment [13, 14].

Post-translational modifications in the Am-
bra1 gene generally focus on phosphorylation 
and ubiquitylation. It is stated that these mod-
ifications are closely related to autophagy [15]. 
Two important autophagy-related kinases, 
unc-51 like autophagy activating kinase 1 
(ULK1) and mTOR complex 1, are activated 
through the phosphorylation of Ambra1. As 
a result of phosphorylation at the Ser52 and 
Ser465/Ser635 regions of Ambra1, it becomes 
a substrate for mTORC1 and ULK1, respec-
tively [16]. In our BRCA cohort, unstable small 
polypeptide chains may occur as a result of 
the E523* nonsense mutation. In this case, the 
polypeptide chain may terminate at this point, 
and the Ser 635 region will not be formed. 
Thus, Ser635 region phosphorylation of Am-
bra1 may not occur. This phosphorylation is 
required for the association of ULK1 with Am-
bra1, as well as for regulating the dissociation 
of AmbRa1-Vps34-beclin-1 from the dynein 
complex [17]. When autophagy is induced, 
activated ULK1 phosphorylates Ambra1 at 
Ser465 and Ser635 sites. If these reactions do 
not occur, autophagy may be disrupted.

In the BRCA cohort, four truncated protein-
forming mutations were found in the Ambra1 
gene. These mutations do not include the W40 
region, which is a 100% conserved domain, 
and the D482 region, which is cleaved by cas-Ta
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pases during apoptosis. However, they may affect functional 
motifs located after the splicing site. The remaining part after 
cleaving the D482 region is also called the BH3-like domain. 
The pro-apoptotic segment within Ambra1 is designated as the 
BH3-like domain. Specifically, the PxP motifs situated at amino 
acid positions 275–281 and 1177–1183 within Ambra1, which 
reside within this pro-apoptotic region, play a crucial role in 
binding to the catalytic subunit of protein phosphatase 2A. This 
binding interaction serves to regulate the activity of c-MYC [18].

Figure 1. Different expressions of Ambra1 in BC patients in the 
overall survival (OS) curve (using the Kaplan-Meier plotter). The 
red line represents the survival rate curve of patients with BC who 
expressed the gene, and the black line represents the survival rate 
curve of BC patients who did not express the gene.
HR: Hazard ratio; BC: Breast cancer.

Figure 2. Schematic representation of known and predicted protein-
protein interactions with the Ambra1 gene. Each line has features. 
(Red line-indicates the presence of fusion evidence; Green line- 
neighborhood evidence; Blue line- cooccurrence evidence; Purple 
lineexperimental evidence; Yellow line- textmining evidence; Light 
blue line-database evidence; Black line-coexpression evidence.).

Figure 3. mRNA expression of Ambra1 in BC (red) and normal breast 
tissues (gray).

Figure 4. Promoter methylation level analysis of Ambra1.
TCGA: The Cancer Genome Atlas.
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The interaction between Ambra1 and dynein light chain 1 is 
facilitated through the mediation of TQT motifs located within 
the C-terminal sequence of Ambra1. Furthermore, they have 
a role in binding Ambra1 to the dynein motor complex in the 
absence of autophagy induction [19]. Ultimately, the binding 
interaction between Ambra1 and autophagy-associated pro-
tein 8 family proteins, specifically light chain 3 beta, is contin-
gent upon the critical involvement of the LIR motif situated 
in the C-terminal region of Ambra1 [20]. The p.I1256Ffs17, 
p.D1287Tfs78, p.E523*, and p.S629Lfs*11 truncated muta-
tions occurring in this region in our BRCA cohort may cause 
early termination of the polypeptide and the formation of a 
dysfunctional protein. As a result, loss of function in the BH3-
like domain may occur. In this case, the balance between au-
tophagy and apoptosis may be disrupted, and negative con-
sequences may occur for cancer pathogenesis.

In addition, cases with these truncated changes (except 
p.D1287Tfs*78) are accompanied by mutations in the PIK3CA 
gene as recurrent hotspot changes. These mutations fre-
quently occur in BC patients and have an oncogenic charac-
ter. Additionally, mutations in this gene often appear to be an 
important genetic change that promotes cancer growth and 
may play a role in resistance to treatment [21]. In our BRCA 
cohort, the four proteins most associated with the Ambra1 
protein are PIK3C3, PIK3R4, BECN1, and ATG14. PIK3C3 and 
PIK3R4 are involved in the maturation, initiation, and endo-
cytosis processes of autophagosomes. Ambra1 interacts with 
these proteins at the initiation stage of autophagy, and au-
tophagy is induced [22].

Beclin 1-associated autophagy-related key regulator (ATG14 
gene) is required for both basal and inducible autophagy. It 
determines the localization of the autophagy-specific PI3-k-
inase complex PI3KC3-C1. ATG14 plays a role in autophago-
some formation and MAP1LC3/LC3 conjugation to phos-
phatidylethanolamine [22]. It promotes BECN1 translocation 
from the trans-Golgi network to autophagosomes and en-
hances PIK3C3 activity in a BECN1-dependent manner [23]. 
ATG14 is essential for the autophagy-dependent phosphory-
lation of BECN1. It stimulates the phosphorylation of BECN1, 
but suppresses the phosphorylation of PIK3C3 by AMPK 
[24]. After the autophagy initiation phase, nucleation and 
phagophore formation are very important for the regulation 
of autophagy. With the formation of the ULK1 complex, the 
nucleation phase of autophagic membranes begins. The mol-
ecules that play a key role in the nucleation stage are Beclin 
1 (BECN1) and Bcl-2. Autophagy is suppressed by the binding 
of Bcl-2 to BECN1. On the other hand, interaction of BECN1 
with the lipid kinase vacuolar sorting 34 protein (VPS34) pro-
motes membrane nucleation. The ULK1 complex phospho-
rylates the class III phosphatidylinositol-3-kinase (PtdIns3K) 
complex, enabling its activation. The PtdIns3K complex in-
cludes BECN1, NRBF2, ATG14, PIK3C3, PIK3R4, and Ambra1. 
Phagophores are formed by the fusion of membranes formed 
by nucleation from ER membranes. The ATG9 system, includ-

ing ATG9, ATG2A/B, and WDR45, also plays an important role 
in phagophore formation [25]. In this case, loss of function 
in Ambra1 as a result of mutations in the Ambra1 protein 
may prevent the induction of autophagy as it will disrupt the 
above protein-protein interaction mechanisms. In the treat-
ment options related to these proteins, PIK3C3 inhibitors (La-
patinib) are used to inhibit proliferation in BC [26].

Extant literature indicates a reported association of BECN1 
and ATG14 with potential implications in cancer progression 
or resistance to chemotherapeutic interventions. BECN1 plays 
a pivotal role as a key regulator within the PIK3C3 complex, 
influencing autophagosome nucleation and participating in 
endocytic trafficking processes. ATG14, as an additional reg-
ulatory subunit within the PIK3C3-C1 complex, participates 
in the process of autophagosome nucleation and facilitates 
the fusion of autophagosomes with lysosomes [27]. ATG14 
demonstrates the capacity to modulate the responsiveness to 
targeted therapeutic agents, such as gemcitabine, cisplatin, 
and sorafenib, through its influence on the expression profiles 
of microRNAs (miRNAs) in pancreatic, ovarian, colorectal, and 
hepatic cancers [28–30].

It is argued that the Ambra1 gene, like ATG14 and BECN1, may 
be involved in chemoresistance and may support cancer sur-
vival by reducing the cytotoxicity of chemotherapeutic agents 
through autophagy during chemotherapy. It is considered 
that when autophagy inhibition is performed by targeting 
Ambra1, the therapeutic effectiveness of the agents used in 
treatment may increase [4].

Studies conducted on different cancer types have tried to re-
veal the relationship between Ambra1 expression levels and 
OS [31]. A study conducted in patients with gastric cancer 
stated that high Ambra1 expression levels were an indepen-
dent factor in predicting poor OS in patients [31]. In addition, 
two studies have demonstrated that high expression levels 
of Ambra1 correlate with poorer survival in pancreatic ductal 
adenocarcinoma and cholangiocarcinoma patients [32, 33]. 
While this is the case in other types of cancer, in vivo, Ambra1 
has been demonstrated to be an important protein that deter-
mines whether epirubicin-treated BC cells undergo apoptosis 
or autophagy [5]. Although Ambra1 tissue expression levels 
were upregulated compared to healthy tissue in our BRCA co-
hort, this was not statistically significant. However, decreased 
Ambra1 expression levels were associated with poor OS.

Epigenetic mutation changes gene expression in a heritable 
manner, without any change in the DNA sequence, and is as 
effective as genetic changes in cancer formation. In cancer 
cells, hypermethylation in CpG islands in promoter regions 
is observed along with widespread hypomethylation in the 
genome. Promoter region hypermethylation causes sub-
sequent gene silencing, which is especially important in 
inactivating tumor suppressor genes. DNA methylation is 
considered a potential marker for early detection of cancer. 
Promoter hypermethylation has been identified as a poten-
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tial marker and has been shown to be able to detect estab-
lished BC. Changes in promoter methylation status are com-
mon events that occur in the early stages of tumorigenesis 
and can be detected with minimally invasive measures. A 
number of cancer-associated genes have been found to be 
frequently methylated in BC. These markers are promising 
in distinguishing between malignant disease and benign 
disease or normal tissue and may inform the detection of 
lobular carcinomas [34].

When we examined the Ambra1 gene in the BRCA cohort, 
the promoter region methylation level of Ambra1 was hy-
permethylated in BC patients compared to healthy controls. 
Although this situation is thought to lead to gene silencing 
and decreased expression levels, it is contrary to the upregu-
lation of the Ambra1 gene in our BRCA cohort.

Normally, promoter sequence methylation typically re-
sults in chromatin becoming more densely packed. As a re-
sult, transcription is negatively affected. In this process, the 
methyl-CpG (mCpG)-binding domain specifically binds to 
the methylated sequences of proteins. It can be explained by 
the classical model that it recruits repressor complexes such 
as the histone deacetylase complex. Histone deacetylation 
causes chromatin to become condensed, thereby inhibiting 
transcription. However, this model does not account for how 
promoter hypermethylation could lead to increased expres-
sion rather than the expected reduction.

In the first scenario, recent findings propose a competitive 
mechanism for methylation-dependent transcription regula-
tion, wherein methylated sequences might also attract tran-
scription factors (TFs) that specifically recognize methylated 
binding motifs. This process could then lead to the initiation 
of transcription [35]. In the second scenario, this hypermethy-
lation situation may be caused by post-translational modifi-
cation. These may explain the increased expression levels of 
Ambra1 in our BRCA cohort.

Considering the above possible first scenario, the increase in 
expression occurring with hypermethylation in the Ambra1 
gene may put a different perspective on treatment options 
targeting the Ambra1 molecule.

Limitation: There were some limitations in our study. The 
most important of these limitations is the promoter region 
methylation status. Significant differences in normal and tu-
mor tissue sample sizes in data obtained from UALCAN data-
bases may cause bias in the results. For this reason, we believe 
that prospective studies are needed in groups with homo-
geneously distributed sample sizes in order to obtain more 
meaningful information about promoter region methylation. 
The same situation occurs in the data obtained from GEPIA2, 
where Ambra1 gene expression is evaluated. Therefore, more 
reliable results can be obtained by reducing the serious dif-
ference between sample sizes when evaluating data obtained 
from databases and making statistical comparisons.

Conclusion
To our best knowledge, our study is the first to examine the re-
lationship between BC and Ambra1 using bioinformatic tools. 
In summary, changes in autophagy-related genes can be used 
as potential treatment targets. It is not clear how promoter re-
gion hypermethylation occurs in the autophagy-related Am-
bra1 gene in the BRCA cohort. Once this situation is clarified, it 
may be investigated to determine whether there is a potential 
treatment target. However, in order for Ambra1 to be evaluated 
as a potential treatment target, mutations occurring in the Am-
bra1 gene need to be clarified in population-based prospective 
studies both in breast cancer and other types of cancer. For this, 
geneticists and clinical biochemists will need to collaborate 
and carefully evaluate possible changes in the Ambra1 gene.
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Relationship between atherogenic index of plasma, asprosin, 
and metrnl levels in hemodialysis patients

Hemodialysis (HD) patients are more vulnerable to the 
risk of cardiovascular and metabolic disorders, depend-

ing on the underlying disease causing chronic kidney dis-
ease and the adverse effects of HD. In HD patients, changes 
in the visceral and subcutaneous fat tissue, first in the form 
of adiposity and then in the form of lipodystrophy, may 
lead to insulin metabolism disorders, which in turn may 

lead to changes in adipokine synthesis and release [1]. Fat 
cells try to control the risk of cardio-metabolic diseases by 
reregulating the synthesis of many different adipokines to 
prevent adiposity-related adverse effects. Meteorin-like 
protein (metrnl) and asprosin are two important adipokines 
involved in insulin resistance, hepatic glucose release, and 
inflammation regulation [2, 3]. 

Objectives: This study aimed to evaluate the relationship between the atherogenic index of plasma (AIP) and plasma 
asprosin and metrnl levels in hemodialysis (HD) patients.
Methods: Forty-eight patients receiving HD treatment with a diagnosis of end-stage renal disease (ESRD) were in-
cluded. The control group comprised 34 age-, sex-, and body mass index-matched healthy volunteers without a history 
of renal disease. ESRD patients were divided into two groups: high-risk (AIP≥0.24) and low-moderate risk (AIP<0.24). 
Asprosin and metrnl levels in the plasma of blood samples taken just before dialysis were studied by enzyme-linked 
immunosorbent assay.
Results: A significant difference was found between the control group [23.3(19.9-27.7 ng/mL)], the low-moderate risk 
group [39.3(34.9-40.8 ng/mL)], and the high-risk group [48.1(44.5-49.9 ng/mL)] in terms of asprosin levels (for each 
p<0.001). Asprosin values of both low-moderate risk and high-risk groups were significantly higher than the controls. 
In the high-risk group, plasma asprosin levels were higher than in the low-moderate risk group (p=0.012). Metrnl levels 
of the high-risk group were found to be lower than both the control and low-risk groups (p<0.001 and p=0.003, respec-
tively). AIP showed a positive relation to asprosin and a negative relation to metrnl. 
Conclusion: Logistic regression analysis has revealed important insights into the independent relationships between 
metrnl, asprosin, and high AIP values in HD patients. These findings support the anti-atherogenic potential of metrnl 
and suggest the potential atherogenic effects of asprosin, highlighting the complex interplay between adipokines and 
cardiovascular risk in this patient population. 
Keywords: Adipokine, asprosin, atherogenic index of plasma, hemodialysis, meteorin-like protein
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Stimulation of appetite during fasting and the release of he-
patic glucose into the circulation are vital and evolutionary 
processes regulated by the coordination of the brain and 
peripheral organs. Metrnl, a peptide homologous to neu-
rotrophin, is an adipokine involved in lipid and glucose metab-
olism, energy expenditure, insulin sensitivity, and browning 
of white adipose tissue [4, 5]. In experimental models, metrnl 
has been shown to reverse hyperglycemia-induced cardiac 
and renal fibrosis, apoptosis, and oxidative stress [2]. Asprosin 
is a protein of ~30 kDa and 140 amino acids encoded by fib-
rillin-1, secreted from adipose tissue during fasting, increas-
ing appetite and stimulating hepatic glucose release [3, 6]. 
Asprosin, whose circulating levels increase during fasting, de-
creases to normal levels again with refeeding. In fibrillin gene 
mutations, decreased circulating levels of asprosin cause loss 
of fat mass and a lipodystrophic appearance of the individual, 
while allowing the continuation of insulin sensitivity and the 
cell's survival [3, 6]. It is known that circulating asprosin lev-
els are increased in type 2 diabetes mellitus (T2DM) and di-
abetic kidney diseases [7, 8]. Reducing lipid accumulation in 
macrophages is evidence of the possible protective role of as-
prosin in atherosclerosis and cardiovascular diseases (CVD) [9]. 

There are no sufficient clinical studies investigating serum 
metrnl and asprosin levels and their relationship with meta-
bolic and cardiovascular risk factors in hemodialysis patients. 
In end-stage renal disease (ESRD) patients at risk of CVD, adi-
pose tissue attempts to balance cardiometabolic risk factors by 
reregulating the production of adipokines such as asprosin [8]. 
Metrnl may play a role in contributing to cardiac function and 
providing protection by exerting anti-inflammatory effects and 
influencing processes such as vascular function and cardiac re-
modeling. Metrnl is expressed intensely, especially in the left 
ventricle and myeloid cells. In experimental infarct models, it 
has been reported that macrophage-derived metrnl prevents 
the growth of the infarct area by stimulating post-infarction 
angiogenesis. Metrnl also acts as a ligand for stem cells to stim-
ulate receptor tyrosine kinase in heart muscle. In metrnl defi-
ciency, the risk of heart failure increases because tyrosine ki-
nase activation cannot be achieved [10]. The atherogenic index 
of plasma (AIP) has been identified as a predictive biomarker 
for cardiovascular illnesses, particularly in the context of ather-
osclerosis and coronary artery disease [11]. Since AIP is a valu-
able marker in evaluating cardiovascular risk and atherogenic-
ity in various diseases, it is preferred as a cost-effective, fast, and 
reliable method to reveal early-stage CVD risk [12]. 

We aimed to assess the association between AIP and plasma 
asprosin and metrnl levels in HD patients. In addition, we 
aimed to analyze plasma metrnl and asprosin level changes 
according to the AIP index and the relationship between these 
two adipokines and metabolic and demographic parameters.

Materials and Methods
This study was carried out from July 2023 to October 2023, after 
the permission of Fırat University Non-Invasive Research Ethics 

Committee (Date and Number: 08.06.2023-2023/08-31). Forty-
eight patients receiving HD treatment with a diagnosis of ESRD 
in Yerköy State Hospital Hemodialysis Unit were included. The 
control group comprised 34 age-, sex-, and body mass index 
(BMI)-matched healthy volunteers without a history of T2DM, 
hypertension, or cardiovascular disease. The study adhered to 
the principles outlined in the Declaration of Helsinki. All partic-
ipants were informed, and their consent was obtained. 

Patients with active local or systemic infection, malignancy, 
neurodegenerative disease, or chronic anti-inflammatory and 
steroid therapy were excluded from this study. ESRD patients 
were categorized into two groups: high-risk (AIP value ≥0.24) 
and low-moderate risk (AIP value <0.24). The age, gender, 
height, and weight of the individuals included in the study were 
recorded. Lipid parameters and other routine biochemical tests 
of the participants were performed on 12-hour fasting blood. 
Fasting plasma glucose, total cholesterol, triglyceride (TG), high-
density lipoprotein cholesterol (HDL-C), low-density lipoprotein 
cholesterol (LDL-C), Hemoglobin A1c (HbA1c), serum sodium, 
potassium, calcium (Ca), phosphorus (P), uric acid, urea, total 
protein, albumin, creatinine, alkaline phosphatase (ALP), aspar-
tate aminotransferase (AST), and alanine aminotransferase (ALT) 
levels were measured with an AU680 (Beckman Coulter, Inc., 
Brea, CA, USA) device. AIP was obtained by taking the logarithm 
of the ratio of plasma TG to HDL-C level [log10 (TG/HDL-C)]. An 
AIP≥0.24 was considered high-risk [13]. Fasting insulin, parathy-
roid hormone (PTH), and ferritin levels were measured by the 
chemiluminescence method with the Snibe Maglumi 4000 Plus 
(Snibe Diagnostics, Shenzhen, CHINA) immunoassay analyzer. 
Homeostasis Model Assessment of Insulin Resistance (HOMA-IR) 
= Fasting glucose (mg/dL) × Fasting insulin (uIU/mL) / 405 [14]. 

Asprosin and metrnl levels in the plasma of blood samples 
taken just before dialysis were studied. After the blood samples 
in the aprotinin tubes were centrifuged at 4000 rpm for 10 min-
utes, the obtained plasma was transferred to Eppendorf tubes 
and stored at –20°C until analyzed. Asprosin and metrnl were 
measured with Human ELISA (Catalog no: E4095Hu, E3941Hu, 
Bioassay Technology Laboratory, Shanghai, CHINA) kits. The 
concentration values of the samples were calculated in ng/mL 
according to the standard curve. The measurement range for 
asprosin was 0.5–100 ng/mL, and the minimum measurable 
level (sensitivity) was 0.23 ng/mL. The measurement range 
for metrnl was 0.05–15 ng/mL, and the minimum measurable 
level (sensitivity) was 0.023 ng/mL. The intra-assay CV values 
for both were <8%, and the inter-assay CV values were <10%.

Statistical analysis
Statistical analyses were carried out via SPSS v. 26 (IBM Corp., 
Armonk, NY). Graphs were created using Graphpad Prism 8.0 
(GraphPad Software, San Diego, California, USA). The normality 
of the data was assessed using the Shapiro-Wilk test. Normally 
distributed data were presented as mean±standard deviation. 
Comparisons between groups were made with the one-way 
ANOVA test. Data that were not normally distributed were pre-
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sented as median (1st-3rd quartile), and comparisons were ana-
lyzed with the Kruskal-Wallis test. Pairwise comparisons were 
made with the Bonferroni correction. The statistical signifi-
cance level for Bonferroni correction was accepted as <0.017. 
Post-hoc Bonferroni or Tamhane T2 tests were used for pair-
wise comparisons of groups in the one-way ANOVA test. Cate-
gorical variables were expressed as numbers and percentages, 
and comparisons between groups were analyzed with the 
Chi-Square test. Spearman correlation analysis was employed 
to examine relationships between variables. Binary logistic 
regression analysis was performed to assess the association 
between asprosin or metrnl and high-risk (AIP ≥0.24) in HD pa-
tients. A p-value <0.05 was considered statistically significant.

Results
A total of 82 patients, including 48 hemodialysis patients with 
a mean age of 58±11 and 34 healthy controls with a mean 

age of 55±12, were included in the study. The hemodialysis 
group consisted of 25 women (52.8%) and 23 men (47.2%), 
and the control group consisted of 19 women (56%) and 15 
men (44%). HD patients with AIP <0.24 were defined as the 
low-moderate risk group (n=24), and HD patients with AIP 
≥0.24 were defined as the high-risk group (n=24). There was 
no significant difference between the groups regarding age, 
gender, BMI, total cholesterol, and LDL-C. In the low-moder-
ate and high-risk groups, urea, creatinine, insulin, HOMA-IR, 
HbA1c, ALP, uric acid, P, ferritin, and PTH levels were signifi-
cantly higher than those in the control group. Nevertheless, 
no significant difference was observed between the high-risk 
and low-moderate risk groups for these parameters, except 
for insulin and HOMA-IR. Total protein, albumin, AST, ALT, and 
Ca levels in both low-moderate and high-risk groups were 
significantly lower compared to the control group (p<0.001); 
these parameters were similar in the low-moderate and high-

Table 1. Comparison of demographic and laboratory findings among controls and hemodialysis patients with AIP<0.24 and 
hemodialysis patients with AIP≥0.24

Parameter Control group Low-moderate High-risk p 
  (n=34) risk (n=24) (n=24)

Age (years) 58 (46–65) 55 (52–67) 59 (47–67) 0.750**
Gender (n, %)    0.905***
 Male 15 (44) 12 (50) 11 (46)
 Female 19 (56) 12 (50) 13 (54)
Body mass index (kg/m2) 24.2 (22.6–25.9) 24.1 (23.4–25.5) 24.9 (24.0–29.0) 0.063**
Metrnl (ng/mL) 6.80 (5.86–7.71) 3.00 (2.88–3.67)a1 1.88 (1.50–2.26)a1, b2 <0.001**
Asprosin (ng/mL) 23.3 (19.9–27.7) 39.3 (34.9–40.8)a1 48.1 (44.5–49.9)a1,b2 <0.001**
Urea (mg/dL) 26.4±6.30 140±35.9a1 117±25.1a1 <0.001*
Creatinine (mg/dL) 0.68±0.15 7.21±1.77a1 7.52±2.16a1 <0.001*
Total protein (g/L) 74.71±3.99 64.0±3.21a1 67.58±5.87a1 <0.001*
Albumin (g/L) 43.9 (42.3–46.6) 35.7 (32.8–36.4)a1 38.1 (33.9–38.8)a1 <0.001**
Insulin (mIU/L) 9.9 (7.7–11.8) 18.1(11.6–22.2)a1 26.6 (22.4–42.9)a1, b2 <0.001**
Glucose (mg/dL) 89.5 (85–92.3) 99.5 (84–136) 143.5 (100.5–201.3)a1 <0.001**
HOMA-IR 2.10 (1.70–2.50) 4.30 (2.45–7.50)a1 11.4 (5.75–18.8)a1, b2 <0.001**
HbA1c (%) 5.30 (5.14–5.51) 5.55 (5.44–5.88)a2 6.37 (5.68–8.85)a1 <0.001**
AST (U/L) 20.0 (15.8–23.0) 14.0 (11.0–16.8)a1 11.0 (7.00–14.0)a1 <0.001**
ALT (U/L) 16.0 (13.0–19.0) 11.0 (10.0–15.5)a1 9.00 (5.00–11.0)a1 <0.001**
ALP (U/L) 71.0 (64.0–78.0) 102 (74.5–147)a1 147 (106–193)a1 <0.001**
AIP (U/L) –0.03 (–0.20–0.07) –0.06 (–0.19–0.11) 0.44 (0.35–0.52)a1, b1 <0.001**
TC (mg/dL) 174 (154–191) 160 (125–176) 150 (121–186) 0.047**
HDL-C (mg/dL) 51.5 (43.0–60.0) 49.5 (39.0–59.0) 30.0 (28.0–33.0)a1, b1 <0.001**
LDL-C (mg/dL) 104 (82.0–112) 92.0 (63.0–98.0) 85.0 (55.0–120) 0.112**
Triglyceride (mg/dL) 112 (73.0–138) 100 (63.0–122) 193 (153–228)a1,b1 <0.001**
Uric acid (mg/dL) 4.45 (4.10–5.20) 5.95 (5.20–7.00)a1 6.10 (5.40–6.40)a1 <0.001**
Ca (mg/dL) 9.88±0.39 8.43±0.94a1 8.60±1.04a1 <0.001*
P (mg/dL) 3.55±0.44 4.56±1.22a2 4.92±5.40a1 <0.001*
Ferritin (µg/L) 62.6 (34.8–105) 454 (89.0–777)a1 420 (167–561)a1 <0.001**
PTH (ng/L) 48.5 (32.4–57.8) 602 (453–1376)a1 697 (286–1115)a1 <0.001**

*: One-way ANOVA test; **: Kruskal-Wallis test; ***: Chi-Square test. a: Comparison with control, a1: <0.001; a2: <0.017; b: Comparison with low-moderate risk group, b1: <0.001; 
b2: <0.017. AIP: Atherogenic index of plasma; Metrnl: Meteorin-like protein; HOMA-IR: Homeostasis Model Assessment of Insulin Resistance; HbA1c: Hemoglobin A1c; AST: Aspartate 
aminotransferase; ALT: Alanine aminotransferase; ALP: Alkaline phosphatase; TC: total cholesterol; HDL-C: High-Density Lipoprotein Cholesterol; LDL-C: Low-density Lipoprotein 
Cholesterol; Ca: Calcium; P: Phosphorus; PTH: parathyroid hormone.
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-risk groups. Glucose values were significantly higher in the 
high-risk group than in the control group (p<0.001) (Table 1).

A significant difference was found between the control 
group [23.3 (19.9–27.7 ng/mL)], the low-moderate risk 
group [39.3 (34.9–40.8 ng/mL)] and the high-risk group [48.1 
(44.5–49.9)] in terms of asprosin levels (for each p<0.001), 
(Fig. 1a). Asprosin values of both low- moderate risk and 
high-risk groups were significantly higher than the controls. 
Plasma asprosin levels were significantly higher in the high-
risk group than in the low-moderate risk group (p=0.012). 
Metrnl level of the high-risk group was found to be lower 
than both the control and low-risk groups (p<0.001 and 
p=0.003, respectively), (Fig. 1b).

AIP showed a positive association with asprosin and a neg-
ative association with metrnl (Fig. 2). Metrnl demonstrated 
a negative correlation with BMI, glucose, TG, HbA1c, HOMA-
IR, insulin, and a positive correlation with HDL-C and ferritin 
(Table 2). Although there was a positive correlation between 
asprosin and BMI, glucose, TG, P, HbA1c, HOMA-IR, and in-
sulin, a negative correlation was found between asprosin and 
HDL-C, ferritin, and metrnl (Table 3).

It was observed that asprosin had an independent positive 
predictive value for high-risk AIP in HD patients when inde-
pendent variables such as age, BMI, DM, and hypertension 
were included in the model (OR: 4.662, 95% CI: 1.272 to 17.09; 
p=0.020). It was observed that metrnl had an independent 
negative predictive value for high-risk AIP in HD patients 

Figure 1. Graphical representation of plasma asprosin (a) and metrnl levels (b) according to AIP 
values of HD patients.
HD: Hemodialysis; AIP: Atherogenic index of plasma.

a b

Figure 2. Graphical representation of the relationship between asprosin, metrnl and AIP index in HD patients.
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when independent variables such as age, BMI, DM, and hyper-
tension were included in the model (OR: 0.112, 95% CI: 0.028 
to 0.441; p=0.002), (Table 4).

Discussion
In this study, for the first time to our knowledge, we analyzed 
the levels of asprosin and metrnl, two important adipokines, 
in the plasma of HD patients who were divided into two 
groups as high (AIP≥0.24) and low-moderate risk (AIP<0.24) 
according to their AIP values. Plasma asprosin values in both 
low and high-risk groups in terms of AIP were higher than 
the controls. Moreover, plasma asprosin levels were signifi-
cantly higher in the high-risk compared to the low-moderate 
risk. Since there is no difference between high and low-risk 
groups in terms of serum urea and creatine values, accompa-
nying metabolic disease and CVD, we can suggest that hemo-
dynamic and metabolic changes due to the HD process may 
be responsible for the increase in asprosin levels. The positive 
correlation between asprosin and AIP, BMI, HOMA-IR, HbA1c 
suggests that the patient's nutritional status and HD-related 
metabolic disorders could increase asprosin synthesis and 
release. The fact that plasma metrnl levels of patients in the 
high-risk group are lower than those in the low-risk group and 
the inverse correlation between metrnl and AIP values sug-
gests that this adipokine may be anti-atherogenic.

Approximately one-third of patients undergoing hemodialysis 
for ESRD face increased morbidity and mortality due to non-
renal pathologies such as nutritional, metabolic, or atheroscle-
rotic coronary artery disease [15]. Sometimes, as a combined 
effect of more than one pathology, deterioration in the pa-
tient's general condition and even sudden cardiac death may 
occur [16]. Lipodystrophic changes occur due to fluid-elec-
trolyte imbalance, vascular bed volume changes, and nutri-
tional problems in HD patients who are in the risk group for 
cardiovascular disease [17]. Adipokines play a role in regulat-
ing metabolic pathologies and cardiac risk factors [6, 8, 10]. The 
reported L- or H-shaped relationship between type 2 diabetes, 
insulin resistance, and AIP supports a gradual association of 
AIP with underlying ESRD or other metabolic diseases [18].

Consistent with our results, higher asprosin levels have been 
reported in diabetic nephropathy. The same study reported a 
positive correlation between asprosin, BMI, and insulin, while 
glomerular filtration showed an inverse correlation with as-
prosin [8]. Zou et al. [19] reported that HD patients with meta-
bolic syndrome had higher plasma asprosin levels than those 
without. However, we did not classify HD patients according 
to whether they had metabolic syndrome or not. On the other 
hand, most of our patients exhibited all or some of the meta-
bolic syndrome criteria. Metabolic syndrome criteria were less 

Table 2. Significant correlations between metrnl and the other 
variables in hemodialysis patients

Parameter  Meteorin-like protein 
  (ng/mL)

 r  p

AIP –0.664  <0.001
Body mass index (kg/m2) –0.457  0.001
Asprosin (ng/mL) –0.845  <0.001
TG (mg/dL) –0.568  <0.001
HDL-C (mg/dL) 0.575  <0.001
HOMA-IR –0.638  <0.001
HbA1c (%) –0.569  <0.001
Glucose (mg/dL) –0.528  <0.001
Insulin (mIU/L) –0.568  <0.001
Ferritin (µg/L) 0.315  0.029

r: Spearman correlation coefficient; AIP: Atherogenic index of plasma; TG: Triglyceride; 
HDL-C: High-Density Lipoprotein Cholesterol; HOMA-IR: Homeostasis Model 
Assessment of Insulin Resistance; HbA1c: Hemoglobin A1c.

Table 3. Significant correlations between asprosin and the 
other variables in hemodialysis patients

Parameter  Asprosin (ng/mL)

 r  p

AIP 0.755  <0.001
Body Mass Index (kg/m2) 0.517  <0.001
TG (mg/dL) 0.666  <0.001
HDL-C (mg/dL) –0.676  <0.001
HOMA-IR 0.752  <0.001
HbA1c (%) 0.672  <0.001
Ferritin (µg/L) –0.403  0.004
P (mg/dL) 0.334  0.020
Glucose (mg/dL) 0.633  <0.001
Insulin (mIU/L) 0.661  <0.001

r: Spearman correlation coefficient; AIP: Atherogenic index of plasma; TG: Triglyceride; 
HDL-C: High-Density Lipoprotein Cholesterol; HOMA-IR: Homeostasis Model 
Assessment of Insulin Resistance; HbA1c: Hemoglobin A1c; P: Phosphorus.

Table 4. Binary logistic regression analysis for the association between asprosin or metrnl and high-risk (AIP≥ 0.24) 

 Univariate regression    Multivariate Regression

Parameter OR 95% CI p Parameter ORa 95% CI p

Metrnl (ng/mL) 0.143 0.049–0.414 <0.001 Metrnl (ng/mL) 0.112 0.028–0.441 0.002
Asprosin (ng/mL) 1.818 1.265–2.613 0.001 Asprosin (ng/mL) 4.662 1.272–17.09 0.020

a: Odds ratio adjusted for age, body mass index, diabetes mellitus and hypertension. AIP: Atherogenic index of plasma; OR: Odds ratio; CI: Confidence interval; Metrnl: Meteorin-like protein.
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frequent in participants in the control group. When our findings 
and literature data are evaluated together, increased asprosin 
levels in HD patients can potentiate cardio-metabolic risks.

The inverse correlation between asprosin and HDL-C is criti-
cal as it indicates the atherogenic potential of asprosin. The 
positive correlation between plasma asprosin and API value is 
important evidence of our concern that high asprosin levels 
stimulate atherogenic risk factors in HD patients. In logistic re-
gression analysis, there is an independent association between 
asprosin and high AIP values, which is a finding indicating the 
atherogenic potential of asprosin in HD patients. The increase 
in AIP value by asprosin in HD patients, even after adjustment 
for age, BMI, diabetes, and history of hypertension, supports 
that this adipokine is an atherogenic molecule independent of 
other parameters. Clinical approaches to the regulation of as-
prosin metabolism may be promising in the treatment of HD-
related nutritional pathologies and lipodystrophy [7, 8]. On the 
other hand, the results of studies analyzing the relationships 
between asprosin levels and CVD are controversial. In addition 
to studies reporting that asprosin is cardioprotective, it has also 
been reported that it is ineffective in cardiac pathologies. The 
fact that asprosin ameliorates cardiac endothelial damage and 
corrects dilated cardiomyopathy in diabetic mice supports its 
cardioprotective nature [20–22]. However, we observed that, 
paradoxically, asprosin levels increased at a high AIP value.

It has been shown that metrnl is directly associated with 
obesity in experimental obesity models and in individuals 
with high BMI. Consistent with this, it has been reported that 
metrnl levels of mice fed a fat-rich diet are up-regulated [23]. 
Similarly, it has been shown that children with low BMI have 
lower Metrnl expression than those with high BMI [24]. The 
fact that metrnl has a negative correlation with BMI, HOMA-
IR, and insulin, and a positive correlation with HDL-C suggests 
that metrnl is released into the systemic circulation from adi-
pose tissue to prevent cardiac and metabolic pathologies in 
HD patients. In experimental models, metrnl administration 
reverses cardiac and renal fibrosis by regulating apoptosis and 
oxidative stress, which indicates this adipokine's cardiopro-
tective effect [2]. Reporting that circulating and myocardial 
metrnl levels are downregulated in streptozotocin-induced 
diabetic mice supports that decreased levels of this protein 
in metabolic pathologies increase the risk of CVD. Increased 
expression of metrnl in heart muscle suggests that it could be 
protective against diabetes-related cardiac damage. Metrnl 
plays a significant role in improving complications caused by 
insulin resistance, diabetes, and metabolic syndrome [25]. The 
logistic regression analysis revealed a negative independent 
relationship between high AIP values and metrnl, supporting 
the anti-atherogenic potential of this adipokine. This finding 
indicated that metrnl could protect against CVD, independent 
of other confounders. When our results and literature data are 
evaluated together [25], we can clearly argue that the critical 
role of metrnl in cardiovascular diseases, obesity, and diabetes 
is also demonstrated in hemodialysis patients.

The study has several limitations, including a low sample 
size, a single-center cross-sectional study design, and the 
inclusion of only end-stage patients with chronic renal fail-
ure. Although asprosin and metrnl were recommended as 
potential metabolic syndrome biomarkers, the grouping 
of HD patients was not made according to metabolic syn-
drome criteria [25, 26]. Since all HD patients have ESRD and 
more than one metabolic risk factor, we thought it would 
be more appropriate to classify the patients according to 
AIPs. Not grouping patients according to metabolic syn-
drome criteria is also a limitation.

Conclusion
Our study is of clinical importance as it shows that adi-
pose tissue-derived metrnl and asprosin secretion changes 
in HD patients and the relationships between these two 
adipokines and atherogenic potential. Logistic regression 
analysis has revealed important insights into the inde-
pendent relationships between metrnl, asprosin, and high 
AIP values in HD patients. These findings support the anti-
atherogenic potential of metrnl and suggest the potential 
atherogenic effects of asprosin, highlighting the complex 
interplay between adipokines and cardiovascular risk in 
this patient population. It will be possible to reach a more 
precise conclusion regarding the effects of adipokines on 
cardiovascular events with prospective cohort studies in-
volving more HD patients.
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Evaluation of drug abuse test analysis: One year experience

Addiction is defined as continuing to use a substance de-
spite it causing mental, physical, or social problems, not 

being able to give up despite the desire to quit, and not being 
able to stop the desire to take the substance [1]. The word 
"addiction" originates from the Latin word "addicere," which 
means "to be a slave to someone" or "to devote oneself to 
something or someone else" [2]. When using drugs for the 
first time, the individual takes drugs voluntarily, using his or 
her own will. But as time progresses, the changes occurring 
in the brain affect the individual's self-control, and the indi-
vidual's resistance to intense urges to take drugs is prevented 
[3]. Stimulant substances such as cocaine and amphetamine 

cause increased arousal and feelings of well-being and eu-
phoria. The analgesic properties of opiates such as morphine 
and codeine allow them to be used in clinical settings. Taking 
high doses of these substances makes the user feel good and 
may lead to abuse of these substances [4]. The emergence and 
persistence of substance addiction in a person depends on 
both genetic and environmental characteristics. People who 
use substances may experience social, economic, personal, 
and professional problems. Tolerance develops in individuals, 
and this developing situation leads to the use of increasingly 
larger amounts of substances. People who use substances 
may have more psychological and physical problems com-

Objectives: Drug abuse is a major problem for public health and it has negative impacts on people's health. Drug anal-
ysis methods used in our country vary, but the results show that drug abuse is an increasing problem in our country 
compared to previous years. In our hospital, drug urine screen tests are performed to analyze amphetamines, benzo-
diazepines, cannabinoids, cocaine, and their metabolites, opiates, and synthetic cannabinoids. Our research aimed to 
evaluate the frequency of drug use according to age and gender.
Methods: A total of 2172 amphetamine, 2172 benzodiazepine, 2172 cannabinoids, 2169 cocaine and cocaine me-
tabolites, 2168 opiates, and 1906 synthetic cannabinoid analysis results were included in our study. Analyses were 
performed by Advia® (Siemens Healthineers, Erlangen, Germany) autoanalyzer with a homogeneous immunoassay 
method that enables qualitative or semi-quantitative analysis of analytes. At every stage of our study, we worked in 
accordance with the Declaration of Helsinki.
Results: The results were as follows: 1989 (91.6%) were negative, 183 (8.4%) were positive for amphetamine, 1924 
(88.6%) were negative, and 248 (11.4%) were positive for benzodiazepine; 2057 (94.7%) were negative and 115 (5.3%) 
were positive for cannabinoids; 2157 (99.4%) were negative and 12 (0.6%) were positive for cocaine and its metabolites; 
and 1865 (97.8%) were negative and 41 (2.2%) were positive for synthetic cannabinoids. Males' positive results for am-
phetamine (p<0.001), cannabinoid (p<0.001), and opiates (p=0.026) were statistically significant when compared ac-
cording to gender. The adult group's positive results for amphetamine (p<0.001), cannabinoid (p<0.001), and synthetic 
cannabinoids (p=0.046) were statistically significant when compared according to age.
Conclusion: Sharing drug positivity situations in different age groups and genders may help to draw attention to this 
problem and maybe preventive. More studies including more than one year of results may be beneficial.
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pared to other people [5]. In general, substance addiction 
ranks fourth after occasional use, recreational use, and regular 
use, and it also causes a chronic condition. Substance use is 
an important problem for society, so substance use preven-
tion and treatment studies are carried out. In the diagnosis 
of substance use, the World Health Organization (WHO) and 
American ICD (International Classification of Diseases) and 
DSM (Diagnostic and Statistical Manual of Mental Disorders) 
classifications published by the Psychiatric Association (APA) 
are used. Addiction definition from DSM-I (1952) to DSM-V 
has been made. The current classification today is DSM-V 
(2013). The DSM-V is considered the gold standard for the 
names, symptoms, and diagnostic features of mental illness. 
As indicated in the DSM-5, clinically, the situation of those di-
agnosed with substance use disorder (SUD) is not the same as 
that of discretionary substance use. According to DSM-5, to 
be diagnosed with SUD, graded as mild, moderate, or severe, 
depending on the type of substance used, criteria must be 
met. Ten substance classes are defined in DSM-V: Alcohol, caf-
feine, cannabis (hemp), hallucinogens (including phencycli-
dine and other hallucinogens), volatile substances (inhalants), 
opiates, sedative-hypnotics, stimulants, tobacco, and others 
(or unspecified) [6]. Drug use is prohibited in Türkiye under 
the provision of Article 191 of the Turkish Penal Code No. 
5237 [7]. It has been stated that the rate of substance use in 
Türkiye is increasing day by day [8]. In our hospital, drug urine 
screen tests are performed to analyze amphetamines, ben-
zodiazepines, cannabinoids, cocaine, and their metabolites, 
opiates, and synthetic cannabinoids. The aim of our research 
is to evaluate the frequency of drug use according to age and 
gender, to draw attention to substance addiction, and to con-
tribute to the literature by sharing the results obtained.

Materials and Methods
In this retrospective study, the results of patients whose 
urines were analyzed for amphetamines, benzodiazepines, 
cannabinoids, cocaine and their metabolites, opiates, and 
synthetic cannabinoids at Ankara Bilkent City Hospital be-
tween 01.05.2022 and 31.05.2023 were included. Test results, 
age, and gender information of individuals who underwent 
urine drug test analysis were accessed from the hospital in-
formation system. The present study involves only the first 
result of patients who underwent more than one urine drug 
test analysis between the specified dates. Analyses were per-
formed by Advia® (Siemens Healthineers, Erlangen, Germany) 
autoanalyzer with a homogeneous immunoassay method 
that enables qualitative or semi-quantitative analysis of an-
alytes. The measurement is based on competition for anti-
body binding sites between the substance and the enzyme 
glucose 6 phosphate dehydrogenase (G6PDH). The enzyme 
activity decreases after binding to the antibody, thus making 
it possible to measure the concentration of the substance in 
the sample as enzyme activity. In the presence of Glucose 6 
phosphate (G6P), the active enzyme converts nicotinamide 
adenine dinucleotide (NAD) to reduced nicotinamide ade-

nine dinucleotide (NADH), causing an absorbance change 
that can be measured spectrophotometrically at 340/410 
nm. At every stage of our study, we worked in accordance 
with the Declaration of Helsinki.

Statistical analyses
Descriptive statistics data were expressed as mean, standard 
deviation, and numerically, and categorical variables were 
expressed as percentages. A chi-square test was performed 
for comparing categorical data among the groups. A p-value 
<0.05 was accepted as statistically significant. Statistical analy-
ses were performed by IBM SPSS Statistics for Windows, Ver-
sion 27.0 (IBM Corp., Armonk, NY, USA).

Results
A total of 2172 amphetamine, 2172 benzodiazepine, 2172 
cannabinoids, 2169 cocaine and cocaine metabolites, 2168 
opiates, and 1906 synthetic cannabinoid analysis results were 
included in our study. The data obtained in the study were 
evaluated separately according to gender and age groups: pe-
diatric (0–18 years), adult (18–64 years), and geriatric (65 years 
and over) for each test. The mean and standard deviations of 
the pediatric, adult, and geriatric age groups in the analyses 
of amphetamine, benzodiazepine, cannabinoids, cocaine and 
cocaine metabolites, and opiates were the same. They were 
as follows: 15 (±3.81), 33.9 (±11.2), 74.1 (±7.51), respectively.

The mean and standard deviations of the pediatric, adult, 
and geriatric age groups of Synthetic cannabinoids were as 
follows: 15 (±3.6), 34 (±11.2), and 73.9 (±7.49) respectively. 
The minimum substance level values expressed as minimum 
drug levels as threshold values to be considered drug-pos-
itive used in the analysis were 500 μg/L for amphetamine, 
300 μg/L for benzodiazepine, 50 μg/L for cannabinoids, 150 
μg/L for cocaine and its metabolites, 2000 μg/L for opioids, 
and 5 μg/L for synthetic cannabinoids. Drug Abuse Test Anal-
ysis Data is presented (Table 1).

The positive results of amphetamine 35 (19.1%), benzodi-
azepine 170 (68.5%), cannabinoid 98 (85.2%), cocaine and its 
metabolites 11 (91.7%), opiates 31 (83.8%), synthetic cannabi-
noids 32 (78%) were all higher in males. Males’ positive results 
of amphetamine (p<0.001), cannabinoid (p<0.001), and opi-
ates (p=0.026) were statistically significant (Table 2). There 
were no positive results for the pediatric group of synthetic 
cannabinoids and the geriatric groups of amphetamine, 
cannabinoids, cocaine and its metabolites, and opiates.

The positive results of amphetamine 178 (97.3%), benzodi-
azepine 199 (80.2%), cannabinoid 113 (98.3%), cocaine and its 
metabolites 10 (83.3%), opiates 36 (97.3%), synthetic cannabi-
noids 40 (97.6%) were all higher in each test’s adult groups 
and the positive results of amphetamine (p<0.001), cannabi-
noid (p<0.001), and synthetic cannabinoids (p=0.046) were 
statistically significant (Table 3).
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Discussion
Drug abuse including opiates, amphetamine derivatives, and 
cannabis is a major problem for public health [9]. According 
to the results of the research conducted by the Turkish Drug 
and Drug Addiction Monitoring Center in 2011; the rate of try-
ing any illegal addictive substance at least once in the pop-
ulation for individuals between the ages of 15–64 was 2.7% 
(3.1% for males, 2.2% for females), it was 1.5% for individuals 
between the ages of 15–16 (2.3% for males, 0.7% for females) 
[10]. Each test in our research was evaluated in 3 groups ac-
cording to age: pediatric (0–18 years), adult (18–64 years), and 
geriatric (65 years and over). The use of amphetamine first 
began in the 1930s, and its use in different areas of medicine 
was investigated in the following years [11]. Amphetamine, 
which has a strong stimulating effect on the central nervous 
system, is used for the treatment of central nervous system 

disorders such as attention deficit hyperactivity disorder and 
narcolepsy [12]. Amphetamines have appetite suppressant ef-
fects and, due to this effect, they can also be used for weight 
loss purposes [13]. Amphetamines, also known as "speed," are 
synthetic psychoactive substances that provide pleasure [14]. 
They can be easily synthesized from cheap and readily avail-
able chemicals, which plays a role in the spread of amphet-
amine addiction and abuse [15]. In our study, amphetamine 
was the second most positive drug and it was found to be 
higher in men (p<0.001) when compared according to gen-
der, and in the adult group (p<0.001) when compared accord-

ing to age groups. Karakükçü et al. [16] stated that illicit drug 
use was higher in men than in women and that the highest 
use was between the ages of 20 and 29, in their study.

A face-to-face study indicated that men’s prevalence of sub-
stance use is higher than women’s and the frequency of sub-
stance use is higher in the 15–24 age group than in those over 
25 years of age [17]. Our results were consistent with all these 
studies [13, 14].

Benzodiazepines are known as the most commonly prescribed 
drugs in the world, such as anesthetics, tranquilizers, hypnotics, 
anticonvulsants, or muscle relaxants to treat depression, anxi-
ety, insomnia, and epilepsy [18]. In our study, the most positive 
results were benzodiazepines. This may be due to its medical 
use and/or its illicit use. In an epidemiological study conducted 

Table 2. Drug abuse test analysis data among genders

   Female   Male  p*

  n  % n  %

Amphetamine (μg/L)
 Negative 689  34.6 1300  65.4 <0.001
 Positive 35  19.1 148  80.9 
Benzodiazepine (μg/L)   
 Negative 648  33.7 1276  66.3 =0.484
 Positive 78  31.5 170  68.5 
Cannabinoid (μg/L)   
 Negative 708  34.4 1349  65.6 <0.001
 Positive 17  14.8 98  85.2 
Cocaine and its metabolites (μg/L)
 Negative 721  33.4 1436  66.6 0.072
 Positive 1  8.3 11  91.7 
Opiates (μg/L)   
 Negative 715  33.6 1416  66.4 0.026
 Positive 6  16.2 31  83.8 
Synthetic cannabinoids (μg/L)  
 Negative 618  33.1 1247  66.9 0.132
 Positive 9  22 32  78 

*: Chi-square Test.

Table 1. Drug abuse test analysis data

Analytes  Negative  Positive

 n  % n  %

Amphetamine (μg/L) 1989  91.6 183  8.4
Benzodiazepine (μg/L) 1924  88.6 248  11.4
Cannabinoid (μg/L) 2057  94.7 115  5.3
Cocaine and its metabolites (μg/L) 2157  99.4 12  0.6
Opiates (μg/L) 2131  98.3 37  1.7
Synthetic cannabinoids (μg/L) 1865  97.8 41  2.2
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in Germany, the prevalence of benzodiazepine dependence 
was 1.3% among women and 1.4% among men according to 
the DSM-IV criteria [19]. In our study, positive benzodiazepine 
results were higher in men and the adult group but statisti-
cally, there was no difference among the genders and the age 
groups. For this reason, our results may not be accepted as in 
line with the previous studies [16, 17, 19].

Indian hemp 'Cannabis sativa', which has been used for relax-
ing purposes for approximately 4000 years, has antiemetic, 
analgesic, anticonvulsant, and intraocular pressure-lowering 
effects and is today used in many diseases such as Hunting-
ton's, multiple sclerosis, epilepsy, Alzheimer's, and Parkinson's 
[20]. The common name for cannabinoids is marijuana, and 
it is one of the most illegal substances that are widely pro-
duced and consumed for malicious purposes [21]. Cannabi-
noids are divided into three groups: natural, endogenous, and 
synthetic. Delta 9‐tetrahydrocannabinol is the best-known 
and most abundant natural cannabinoid and is also the main 
component of marijuana. Anandamide, arachidonylglycerol, 
noladinether, virodamine, and N-arachidonyldopamine are 
endogenous cannabinoids [20]. Synthetic cannabinoids are 
produced in laboratories and their numbers are increasing 
daily. Marijuana and synthetic cannabinoids both act on the 
same receptors, but synthetic cannabinoids are much more 
potent than marijuana. Long-term use of synthetic cannabi-
noids may play a role in the emergence of severe psychologi-
cal and physical symptoms in people [22]. Many studies show 
that men use drugs more than women [16, 17, 23, 24]. Our 

study was in line with the previous studies presenting higher 
positive cannabinoid (p<0.001) results for males [16, 17, 23, 
24]. Gökler and Koçak stated in their article that gender and 
age factors are effective in substance use, that the 12–17 age 
period is the most dangerous period in drug use, and that the 
number of addicts increases in the 17–25 age period [24]. In 
our study, the positive results of cannabinoids (p<0.001), and 
synthetic cannabinoids (p=0.046) were higher in the adult 
group consistent with their article [24].

Cocaine, which has stimulant properties, is obtained from 
the Coca plant. Cocaine suppresses the neuronal reuptake of 
monoamine neurotransmitters serotonin, noradrenaline, and 
dopamine and increases the concentration of these neuro-
transmitters in the synaptic gap [25]. The psychic addiction 
to cocaine is strong [26]. Friedman and Eisenstein indicate co-
caine use as an epidemic in their review article [27]. Some stud-
ies found higher cocaine usage in women compared to men 
[28, 29] and some others found just the opposite [30–32]. In 
our study, positive cocaine results were higher in men and the 
adult group but statistically, there was no difference among the 
genders and the age groups. For this reason, our results may 
not be accepted as in line with the previous studies [28–30].

Heroin, morphine, and some other types of opiates are drugs 
that are effective in the clinical management of chronic pain 
[33]. It was stated that men have higher opioid use misuse rates 
In our study males’ positive results of opiates (p=0.026) were 
statistically significant and consistent with the literature [34]

Table 3. Drug abuse test analysis data among age groups

  Pediatric  Adult  Geriatric p* 
  group   group  group

  n  % n  % n  %

Amphetamine (μg/L)    
 Negative 255  12.8 1634  82.3 97  4.9 <0.001
 Positive 5  2.7 178  97.3 0  0 
Benzodiazepine (μg/L)    
 Negative 227  11.8 1615  83.9 82  4.3 =0.273
 Positive 34  13.7 199  80.2 15  6 
Cannabinoid (μg/L)    
 Negative 259  12.6 1701  82.7 97  4.7 <0.001
 Positive 2  1.7 113  98.3 0  0 
Cocaine and its metabolites (μg/L)    
 Negative 258  12 1802  83.5 97  4.5 =0.684
 Positive 2  16.7 10  83.3 0  0
Opiates (μg/L)    
 Negative 259  12.2 1775  83.3 97  4.6 =0.073
 Positive 1  2.7 36  97.3 0  0 
Synthetic cannabinoids (μg/L)    
 Negative 215  11.5 1559  83.6 91  4.9 =0.046
 Positive 0  0 40  97.6 1  2.4

*: Chi-square Test.
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Strengths and limitations
There are survey studies conducted to investigate drug use in 
our country. These studies, generally carried out in psychiatric 
clinics, aim to obtain information about the drugs used and 
their frequency of use [16]. The fact that drug use is prohibited 
under Turkish law may have prevented correct answers to the 
questions. The other strengths of our study are that we eval-
uated each analyte we analyzed in urine according to gender 
and age groups and that we included only the first result of 
each patient. In our hospital, urine drug analysis tests are not 
performed under strict monitoring, so urine samples are open 
to dilution and replacement with samples belonging to an-
other person. These are the limitations of our study.

Conclusion
Drug abuse has negative impacts on people’s health. Drug 
analysis methods used in our country vary, but the results are 
similar. However, compared to other European countries or the 
United States, the prevalence of substance use in our country is 
still lower; it is an increasing problem in our country compared 
to previous years [17]. We think that sharing drug positivity sit-
uations in different age groups and genders may help to draw 
attention to this problem and may be preventive. More studies 
including more than one year of results may be beneficial.
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IL28B rs12979860 gene polymorphism and sofosbuvir-based 
therapy response in HCV-infected Pakistani patients

With an estimated 71 million cases of chronic hepatitis C 
virus (HCV) infection worldwide, 80% of the burden is 

centered in lower-middle income nations, making this disease 
a serious global health concern [1]. Furthermore, chronic HCV 
is thought to be the primary risk factor for cirrhosis (15–35%), 
a condition that results in decompensated liver damage and 
eventual mortality [2]. In Pakistan, where a countrywide sur-
vey carried out in 2007–2008 estimated the prevalence of HCV 

at 4.8%, the virus is extremely prevalent. As part of its efforts 
to eradicate HCV infection, the World Health Organization 
(WHO) has set 2030 targets for a 65% decrease in HCV-associ-
ated death and an 80% decrease in international incidence [3].

For the past 20 years, combination therapy consisting of rib-
avirin and pegylated interferon alfa has been considered the 
gold standard treatment for HCV infection. However, this treat-
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ment plan was hampered by the frequent incidence of adverse 
effects that made it difficult to adhere to the prescribed course 
of action, which led to substantially elevated rates of treat-
ment cessation and failure [4]. Direct-acting antiviral drugs 
(DAAs), like NS5A complex, NS5B polymerase, and NS3/4A 
protease inhibitors, have been available for a decade now and 
have shown promise in lowering viral levels in patients with 
different genotypes of HCV while remaining safe [5, 6].

The management of chronic hepatitis C is influenced by vari-
ous parameters, including the level of HCV-RNA, the stage of 
hepatic fibrosis, and the genetic status of the host, despite the 
progress made in viral pathogenesis and treatment [7]. The 
IL-28 gene is also known as interferon-gamma 3 because it 
codes for the protein known as interferon-gamma 3, which is 
encoded by the cytokine gene Interleukin-28B (IL-28B), one of 
the host genetic factors [8, 9].

According to recent research, genetic variations in IL-28B 
may impact the way that various infectious diseases decrease 
HCV replication and produce the cytokines that are linked 
to it, which modify the host immune response [3, 10]. A SNP 
(rs12979860), which is situated just three kilobases upstream 
from the IL28B gene, has been identified by genome-wide as-
sociation studies as a critical factor affecting the HCV clear-
ance from infected patients [11, 12].

The disparities in treatment response rates observed between 
Caucasians, African-Americans, and Asians are mostly caused 
by one significant factor, which is the differences in allele fre-
quencies among ethnic groups [13]. In HCV genotype-1, the 
IL-28B gene polymorphisms were found to be a significant 
predictor of both a sustained and rapid virological response 
to treatment. Similarly, compared to patients with non-CC 
genotypes, those with HCV genotype-3 who followed the 
treatment plan and had the CC genotype of rs12979860 were 
more than twice as likely to respond favorably to therapy [14]. 
It has been reported that the IL-28 CC gene polymorphism is 
more common in Pakistan than the CT/TT genotype, yet there 
are minor variances in the incidence of other genotypes in dif-
ferent parts of the country [15]. However, little research has 
been done on how this genetic difference affects how well 
DAA medication works in patients with HCV.

In this study, we aimed to evaluate the association between 
viral influential factors and IL-28B rs12979860 genetic varia-
tion in response to the DAAs therapy outcome in chronic HCV-
infected patients.

Materials and Methods
This was a cross-sectional and observational study enrolling 
one hundred and four HCV-diagnosed patients who had re-
ceived the specific combination therapy of sofosbuvir and 
daclatasvir from three different tertiary care hospitals in Is-
lamabad, Pakistan, between April 2018 and August 2020. 
Before beginning this study, we obtained approval, by the 

Declaration of Helsinki and Nuremberg Code [16], from the 
Ethical Committee of Army Medical College, Rawalpindi (letter 
number 02/CREAM-A/Maleha). The 104 patients were divided 
according to their response to DAA therapy into a responder 
group (n=52) and a non-responder group (n=52). Informed 
consent was taken from each patient, and they were informed 
about the outcome of the study. Inclusion criteria were: 1) Pos-
itive with HCV-RNA with a lower limit of detection of 600 IU/
mL, 2) Age not less than 18 years, and 3) Patients who have 
completed 12 weeks of sofosbuvir and daclatasvir combina-
tion therapy. Patients positive for HIV or hepatitis (A, B, D, or E) 
infection and evidence of metabolic, genetic, or autoimmune 
liver disease were excluded from this study.

All patients underwent a comprehensive medical assessment, 
which included gathering a detailed medical history, conduct-
ing clinical examinations, and performing anthropometric 
measurements such as body weight and height. Peripheral 
blood samples were collected and routine investigation was 
performed, including serum hemoglobin, albumin, platelets 
count, and liver function tests (serum bilirubin, ALT, AST & 
ALP) using kit Innoline by Martin Dow Marker Specialties (Pvt.) 
Ltd, and results were recorded carefully in the liver clinic of 
Holy Family Hospital, Pakistan.

FIB-4 index was calculated for each participant using: FIB-
4=[age (yr) × AST (IU/L)/PLT (109/L) × √ALT(IU/L)]. Significant 
fibrosis was associated with a positive predictive value when 
the FIB-4 index was greater than 3.25, whereas severe fibrosis 
was associated with a negative predictive value when the in-
dex was less than 1.45 [17, 18].

All RNA preparation and HCV RNA determination steps 
were carried out under RNase-free conditions. HCV RNA 
quantification was determined by Smart Cycler II system 
(Applied Biosystem, Foster City, Calif; detection limit 20 IU/
ml). Positive RT-PCR cases underwent HCV genotype de-
tection using a specific HCV genotyping assay as described 
earlier [19]. An internal control was employed to amplify 
each sample, and both positive and negative controls were 
incorporated in each tested batch.

The major endpoint was the assessment of SVR, as responder 
patients who attained sustained virological response (defined 
as the absence of HCV RNA from serum by a sensitive PCR as-
say 12 weeks following discontinuation of therapy). Non-re-
sponder patients were with detectable (>2 log10) HCV RNA 
after 12 weeks of end of therapy. Relapse defined as patients 
with recurrence of HCV RNA levels during the follow-up eval-
uation after therapy is discontinued. Another term, EVR (early 
virological response), is defined as a ≥2 log reduction or com-
plete absence of serum HCV RNA at week 12 of therapy com-
pared with the baseline level [20].

PCR amplification and sequencing of rs12979860 single-nu-
cleotide polymorphism was used for genotyping of IL28B. 
Blood samples from all patients were collected and subjected 



Asim, IL28B polymorphism and sofosbuvir therapy in HCV patients / 7510.14744/ijmb.2024.75437

to RNA extraction by RNA Mini prep Super Kit (Bio Basic Inc, 
Canada). First strand cDNA was synthesized by Revert-Aid 
Premium First Strand cDNA Synthesis Kit (Thermo Scientific 
Inc,#K1652, USA), using RNA as a template. The polymerase 
chain reaction-based restriction fragment length polymor-
phism assay was used for genotyping IL-28B rs12979860 
SNP [21]. The TaqMan custom-designed primers and probes 
used for the genotyping procedure were; IL-28B forward 
and reverse primer: 5’-GCTTATCGCATACGGCTAGG-3’ and 
5’-AGGCTCAGGGTCAATCACAG-3’. The PCR mixture had a to-
tal volume of 20 μl, comprising 1 μl of DNA template (ranging 
from 120 to 480 ng), each primer (1 μl), and commercial Super 
Mix (10 μl), which included Taq polymerase, dNTPs, magnesium 
chloride, 10 x PCR buffer, and Syber green fluorescent dye. Be-
fore conducting the PCR reactions, genomic DNA extraction 
from whole blood samples was done by the non-enzymatic 
salting-out method. The mixture was loaded into 96-well Mi-
croAmp Optical Reaction Plates (Applied Biosystems). All Real-
time PCR reactions were carried out on the 7500 Fast Real-Time 
PCR System. The procedure involved initial denaturation for 5 
minutes at 95°C, then 35 cycles at 95°C for 30 seconds, anneal-
ing at 62°C for 30 seconds, and extension at 72°C for 30 seconds 
with a final extension at 72°C for 10 min. On 2% agarose gel 
electrophoresis, bands of 160 and 82 bp indicated the TT geno-
type, 135, 82, and 25 bp bands indicated the CC genotype; 160, 
135, 82, and 25 bp bands indicated the CT genotype and were 
visualized by a gel doc unit (Bio-Rad, Hercules, CA, USA).

Statistical analysis
Statistical analyses were performed using SPSS v. 26.0. Qual-
itative variables were measured by number and percentage 
of patients, whereas mean and standard deviations (SDs) 
were used to describe quantitative data. Student's t-test was 
applied to compare independent samples from two groups, 
and the χ2 test was performed to compare categorical data. 
The association between IL-28B polymorphisms and HCV 
genotyping with SVR, EVR, and relapse was evaluated using a 
one-way analysis of variance (ANOVA) test. Multivariate logis-
tic regression analysis was performed to determine the role of 
genetic and bio-clinical variables as predictors of treatment 
outcomes. A 95% confidence interval (CI) was included in the 
calculation and reporting of odds ratios (ORs). A p-value with 
two tails less than 0.05 was deemed statistically significant.

Results
A total of 104 HCV-infected patients participated in the study 
with a male predominance of 68.3%. The average age was 42.15 
years with a standard deviation of 3.78 years. Fifty-two (50%) 
patients failed to achieve SVR among the 104 total enrolled and 
have been labeled as non-responders. Among responders, 35 
participants (67.7%) were male and 16 (32.7%) were females, 
however, among the non-responder group, 36 participants 
(69.2%) were males and 16 (30.8%) were females. The most 
prevalent IL-28B genotype and HCV genotype were genotype 
CC (53.8%), and genotype 3 (76%) in our test population.

When the study groups' laboratory parameters were taken into 
account, significant variations in serum ALT levels (p=0.046) 
and FIB-4 score (p<0.001) were found between the responder 
and non-responder groups. Other pretreatment factors that 
were found to be associated with achieving a positive virolog-
ical response were low baseline HCV-RNA level <0.4 log6 IU/ml 
(p=0.020), HCV genotype (p=0.01), and EVR (p<0.001). There 
were no significant differences in gender, age, hemoglobin con-
centration, serum albumin, serum bilirubin, serum AST, BMI, and 
platelet count between these groups (p>0.05). More detailed 
information about these 104 patients can be found in Table 1.

Regarding IL-28B genotype frequency, a comparison was 
made between IL28B CC [56 out of 104 patients (53.8%)] and 
IL28B CT/TT [48 out of 104 patients (46.2%)]. The percentage 
of early response rate among patients with IL28B CC geno-
type was 82.1% as compared to 54.2% of the CT/TT genotypes 
(p=0.002). Important laboratory parameters including ALT and 
FIB-4 score had a highly statistically significant relationship 
between the IL-28B genotypes (p=0.001 and p=0.026 respec-
tively). A statistically significant relation was determined be-
tween IL-28B (rs12979860) SNP and HCV genotype with 91.1% 
of IL-28B CC having HCV genotype 3 (p=0.001). However, the re-
lationship between IL28B (rs12979860) and relapse in patients 
was insignificant with a 10.4% relapse rate among IL-28CT/TT 
patients and a 1.8% in IL28B CC (p=0.07). Furthermore, as de-
picted in Table 2, there was a statistically insignificant relation 
between the two groups when other biochemical parameters 
were compared such as BMI (p=0.808), hemoglobin concen-
tration (p=0.057), serum bilirubin (p=0.399), serum albumin 
(p=0.941), platelet count (p=0.268) and serum AST (p=0.177).

Multivariate logistic regression analysis was conducted, which 
included IL-28B genotypes, HCV genotype, EVR, and various 
biochemical variables, such as serum ALT value, FIB-4 score, 
and HCV-RNA levels (which showed significant associations 
with SVR in the univariate analyses). FIB-4 score (OR=4.26; 
95%CI=1.46–11.75) remained significantly associated with 
failure to achieve SVR to therapy, whereas EVR (OR=0.20; 
95%CI=0.05–0.71) and IL-28B CC genotype (OR=0.14; 
95%CI=0.04–0.44) remained significantly associated with re-
sponse to DAA therapy as shown in Table 3.

Figure 1 depicts the frequency of IL28B genotype distribution 
according to response rate. It also gives a picture of the on-
going treatment virological response rate and relapse rate by 
HCV genotype. In SVR, the frequency of the IL-28B rs12979860 
CC genotype was 42 out of 52 (80.8%), while in EVR, it was 
46 out of 72 (63.9%). The frequency of HCV genotype 3 was 
considerably greater in the SVR (n=48/52, 92.3%) and EVR 
(n=61/72, 84.7%) groups.

Discussion
HCV is a significant global public health concern, but it is es-
pecially so in Pakistan. Pakistan has the highest death rate 
among the most severely affected countries. Direct-acting 
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antivirals (DAAs), which have recently been developed, have 
dramatically changed HCV therapy by increasing virus erad-
ication rates to around 90% in a variety of patients globally 
[22]. The global influence of DAAs on the total burden of dis-
ease remains limited, notwithstanding these advancements. 
A significant portion of people with long-term HCV infection 
remain at risk for serious liver problems such as hepatocellular 
carcinoma and liver cirrhosis [23].

The current study thoroughly examined the relationship be-
tween host genetic variations and clinical factors and the 

sustained virological response to DAAs. Differential clinical 
outcomes in response to DAAs against HCV infection are con-
nected with factors related to viruses (such viral load) and 
hosts (SNPs). In this study, CC (53.8%) was the most common 
genotype for IL-28B rs12979860 among patients with chronic 
hepatitis C, followed by TT (25%) and CT (21.2%). These results 
corroborate those of Calisti et al. [24], who found that among 
chronic HCV patients, regardless of treatment-naive or expe-
rienced, the CC genotype was most common. More research 
is necessary to fully understand the connection because the 
precise mechanism is still unknown.

Table 1. Univariate analysis of non-genetic & genetic characteristics of Pakistani patients 
with chronic hepatitis C infection

Characteristics  Responders Non-responders p 
   n=52  n=52

  n  % n  %

Gender        0.500
 Male 35  67.3 36  69.2
 Female 17  32.7 16  30.8
Age (years) (mean±SD)  40.04±5.43  42.52±7.745 0.062
min–max  32–62   30–62 
Hemoglobin (g/dl) (mean±SD)  13.9±1.69  13.89±1.88 0.880
min–max  11.0–17.2  10.9–17.9 
Albumin (g/L) (mean±SD)  4.37±0.43  4.29±0.53 0.479
min–max  3.40–4.92  3.20–5.00 
Bilirubin (mg/dl) (mean±SD)  0.71±0.28  0.80±0.29 0.136
min–max  0.36–1.34  0.36–1.56 
ALT (IU/L) (mean±SD)  33.71±11.53  40.40±20.21 0.046
min–max  14–82   16–134 
AST (IU/L) (mean±SD)  37.15±14.41  44.90±16.24 0.822
min–max  12–80   16–104 
BMI (kg/m2)  (mean±SD)  29.11±3.59  30.62±4.07 0.320
min–max  22.6–34.2  23.3–42.4 
Platelet (×109/L) (mean±SD)  209.15±71.40  208.25±69.44 0.094
min–max  102–356   128–387 
Pre-treatment viral load (log10 IU/ml)  1.35±0.64  1.79±1.1  0.020*
(mean±SD) min–max    0.65–5.24    0.21–8.65 
FIB-4 score (mean±SD)  0.92±0.48  1.59±0.46 <0.001**
min–max  0.33–2.08  0.33–1.97 
EVR
 Yes  46  88.5 26  50.0 <0.001**
 No  06  11.5 26  50.8 
IL-28B gene polymorphism 
 CC 42  80.8 14  26.9 <0.001
 CT/ TT 10  19.2   38  73.1 
HCV genotype
 3 45  57.0 34  43.0 0.010
 Non-3 07  28.0 18  72.0

Data expressed as mean±SD or n (%) as appropriate. *: p<0.05: Statistically significant;  **: p≤0.001: Highly significant 
statistically. SD: Standard deviation; ALT: Alanine aminotransferase; AST: Aspartate aminotransferase; BMI: Body mass 
index; FIB-4: Fibrosis-4; EVR: Early virological response; IL28-B: Interleukin 28-B; HCV: Hepatitis C virus.
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According to IL-28B polymorphism-based analyses, the IL-28B 
(rs12979860) CC variation was found to be significantly corre-
lated with the rate of response to therapy (42/52, 80.8%) and 
EVR (46/72; 63.9%) when compared to patients infected with 
IL-28 CT and TT genotypes (p<0.001 and p=0.001, respectively). 
According to Abd Alla et al. [25], compared to non-CC geno-
types, the pre-treatment detection of the IL-28B CC allele could 
indicate an increased probability of full clearance of the HCV. 
The TT genotype was significantly more expressed in relapse-

prone patients (60%; p=0.116), indicating that the genotype is 
thought to be a risk factor for relapse following a first response 
to DAA treatment. According to Zaki SM, the current findings 
were consistent [1]. They demonstrated that the likelihood 
of non-response was considerably elevated by the TT and CT 
genotypes of IL-28B, respectively, by 10.364 and 8.768 folds. On 
the other hand, a previous finding demonstrated a different ex-
pression, with IL-28B CT being the most common genotype in 
the SVR group and demonstrating a statistically significant cor-

Table 2. Correlation of IL-28B genotypes with baseline demographics and clinical data of 
HCV-infected patients 

Characteristics  IL-28BCC   IL-28B CT/TT p 
   n=56   n=48 

  n  % n  %

Gender
 Male 40  71.4 31  64.6 0.296
 Female 16  28.6 17  35.4 
Age (years) (mean±SD)  41.27±6.53  41.29±7.11 0.986
min–max  32–62   30–62
Hemoglobin (g/dl) (mean±SD)  13.6±1.64   14.28±1.89 0.057
min–max  10.9–17.9   10.9–17.9 
Albumin (g/L) (mean±SD)  4.34± 0.500  4.33±0.47
min–max  3.30–5.00   3.20–5.00 0.941
Bilirubin (mg/dl) (mean±SD)  0.83±0.27   0.88±0.35
min–max  0.36–1.34   0.36–1.56 0.399
ALT (IU/L) (mean±SD)  32.14±12.98  42.79±19.54 0.001
min–max  14–82   16–134
AST (IU/L) (mean±SD)  40.54±14.66  44.81±17.40 0.177
min–max  12–80   16–104
BMI (kg/m2)  (mean±SD)  30.04±3.23  29.85±4.41 0.808
min–max   22.6–36.4   22.8–42.4 
Platelet (×109/L) (mean±SD)  215.79±74.95  200.44±63.77 0.268
min–max  102–356   102–356 
Pre-treatment viral load (log10 IU/ml)   1.414±1.07  1.75±0.79 0.078
(mean±SD) min–max  0.21–5.65   1.0–8.24 
HCV genotype
 3, no (%) 51  91.1 31  64.6 0.001
 Non-3, no (%) 05  8.9 17  35.4 
FIB-4 score (mean±SD)  1.00±2.50   1.22±3.49 0.026
min-max  0.33–1.48   0.33 – 2.41 
EVR
 At week 4 46  82.1 26  54.2 0.002
 No  10  17.9 22  45.8 
Response to treatment
 Yes  42  75 10  20.8 <0.001
 No 14  25 38  79.2 
Relapse 
 Yes  01  1.8 05  10.4 0.071
 No  55  98.2 43  89.6 

Data expressed as mean SD or n (%) as appropriate. IL28-B: Interleukin 28-B; SD: Standard deviation; ALT: Alanine 
aminotransferase; AST: Aspartate aminotransferase; BMI: Body mass index; HCV: hepatitis C virus; FIB-4: Fibrosis-4; 
EVR: Early virological response.
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relation with triple therapy consisting of peg-interferon, sofos-
buvir, and ribavirin [5, 26]. The discrepancies in treatment plans, 
HCV genotypes, and the features of the population under study 
are probably to blame for the inconsistent outcomes [27].

The FIB-4 is a noninvasive diagnostic tool to evaluate the pres-
ence of fibrotic liver. Our data confirmed that the patient's 
FIB4-scores are recognized as the strongest pre-treatment 
predictor of sustained viral clearance (p=0.008; OR=4.26). 
Presence of advanced fibrosis and cirrhosis seems to remain 
the strongest pretreatment predictor of response. In the study 
by Watanabe et al. [28], patients with high FIB-4 index devel-
oped hepatocellular carcinoma after DAAs therapy. Statistical 
analysis revealed that early virological response could be a 
predictive marker for the response rates of ongoing antiviral 
therapy (p=0.013; OR=0.20). Patients having low baseline viral 
load showed higher response rates as compared to patients 
who have higher baseline viral load (p=0.02). This finding 
points to a strong, independent correlation between SVR and 

the baseline viral load along with EVR which was also proved 
by similar other studies [29, 30]. Patients with HCV genotype 3 
had a significantly higher frequency of rs12979860 genotype 
CC compared to those with HCV genotype non-3 (91.1% vs. 
8.9%). Recent data, several previous studies reported that the 
patients with HCV genotype 3 had a higher incidence of IL-
28B CC genotype than those with HCV genotype non-3 [31]. 
The underlying mechanism of this association may be either 
due to rs12979860 C allele carriers having higher rates of HCV 
genotype 3 infection, or that carriers of the CC genotype are 
more susceptible to HCV genotype 3a/b infection [14, 32].

In Pakistan, genotype-3 is the most common, followed by geno-
type-1. In the current study, HCV genotype-3 was found to be 
more prevalent among HCV-infected patients, a finding consis-
tent with the study done by Tayyab et al. [33]. The frequency of 
HCV genotype 3 in patients attaining early virological response 
(61/72, 84.7%) and sustained virological response (48/52, 92.3%) 
is higher than other non-3 genotypes (p=0.001 and p=0.028, 

Table 3. Predictors of sustained virological response among HCV-infected patients after sofosbuvir and daclatasvir treatment

Predictors  ß p Odd ratio  95% CI for odds

    Lower  Upper

IL-28B CC genotype –1.94 0.001 0.14 0.04  0.44
ALT (IU/L) 0.003 0.83 0.99 0.96  1.02
HCV Genotype –1.29 0.08 0.27 0.06  1.20
EVR –1.57 0.013 0.20 0.05  0.71
FIB-4 Score 1.45 0.008 4.26 1.46  11.75
Pre-treatment viral load (log10 IU/ml) 0.10 0.75 1.11 0.64  1.93
Constant  1.58 0.23 4.88

The reference category is non-responder. HCV: Hepatitis C virus; CI: Confidence interval; ALT: Alanine aminotransferase; HCV: Hepatitis C virus; EVR: Early virological response; 
FIB-4: Fibrosis-4.

Figure 1. Distribution of IL-28B polymorphism and HCV genotype in patients with SVR, EVR, and Relapse.
IL28-B: Interleukin 28-B; HCV: Hepatitis C virus; SVR: sustained virological response; EVR: Early virological response.
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respectively). These findings align with the outcomes reported 
by Mahmoud et al. [8], Junaid et al. [12], and Attallah et al. [34]. 
IFNλ3 triggers Janus kinase/signal transducers and activators of 
transcription (JAK/STAT) signaling after interacting to its recep-
tor, triggers the expression of interferon-stimulated genes (ISGs) 
and ultimately establishes a potent antiviral condition [35].

This study had some limitations. We believed that HCV viremia 
reflects chronic infection rather than recent infection based 
on baseline data. A single-center sample collection method 
and a limited participant count were the study's shortcom-
ings. Another drawback is that we did not assess the impact 
of IL28B gene polymorphisms on the emergence of various 
adverse effects of DAAs, particularly hepatocellular carcinoma 
and liver decompensation, or if IL-12 influenced the frequency 
of DAA-related adverse effects. The various extrahepatic ef-
fects of DAAs and the relationship between IL28B and IL-12 
were not assessed. In addition, the effects of IL10 (rs1800896) 
polymorphisms could have been assessed for recent data in 
the Pakistani population as IL10 (rs1800896), along with IL28B 
(rs12979860), is also a good predictor of treatment response 
in chronic hepatitis C patients [3]. An association between the 
IL-28 B genotype and poor response to DAAs is required to be 
studied on a large scale, to formulate national health policies. 
It is essential to discover cost-effective and specific molecular 
factors responsible for virological response to antiviral therapy.

Conclusion
Our findings indicate that IL28-B variability influences the an-
tiviral efficacy of DAAs and serves as a significant genetic pre-
dictive factor of treatment response in Pakistani HCV patients. 
The favorable CC genotype of IL-28B rs12979860 was higher 
and significantly associated with EVR and SVR in HCV-infected 
patients. Moreover, we found a strong association between 
high FIB-4 score and non-response to DAA therapy. These 
findings contribute to anticipating the response to therapy 
and have implications for reducing the cost of treatment in 
HCV patients. Altogether, IL-28B genotyping plays an essential 
role in the therapy choice algorithm.
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Investigation of Prothrombin Time, International Normalized 
Ratio and Activated Partial Thromboplastin Time reference 
ranges in children 

Prothrombin time (PT) is a measure used to examine the 
extrinsic pathway of coagulation. This test relies on the 

measurement of fibrin clot formation time after the addition 
of whole tissue thromboplastin (from lung, brain, or placen-
ta-phospholipid extract) and calcium to citrate-containing 
plasma samples using the one-step Quick method [1]. PT 
is used to determine the risk of bleeding before surgical in-
terventions, evaluate coagulation disorders, and assess liver 

function. In 1983, a model based on the international normal-
ized ratio (INR) was defined for the standardization of PT. This 
method reports PT results in the form of INR, ensuring con-
sistency across different laboratories, thromboplastins, and 
devices [2]. Activated partial thromboplastin time (aPTT) is 
a coagulation parameter used to evaluate the intrinsic coag-
ulation pathway. This test measures the interaction between 
clotting factors and the conversion of fibrinogen to fibrin. 

Objectives: This study aimed to ascertain pediatric age-specific reference ranges for prothrombin time (PT), interna-
tional normalized ratio (INR), and activated partial thromboplastin time (aPTT). Retrospective data were obtained from 
healthy children who had undergone preoperative tests and compared with those obtained from a group of adult 
patients.
Methods: Reference individuals were determined by the indirect method. A total of 15,179 patients who presented 
to our hospital in 2022 and 2023 were retrospectively reviewed. Pediatric patients were divided into three age groups: 
1–5 years (n=1949), 6–10 years (n=1563), and 11–17 years (n=508). The adult age group consisted of healthy individu-
als aged 18–50 years (n=11165). The tests were run in a coagulation autoanalyzer with the mechanical coagulometric 
measurement method. Reference ranges were analyzed using the non-parametric method statistically.
Results: The mean PT, INR, and aPTT values were found to be 14.34±1.99 s, 1.07±0.16, and 31.43±3.47 s, respectively, 
in children aged 1–5 years; 14.48±1.40 s, 1.08±0.11, and 31.30±2.66 s, respectively, in those aged 6–10 years; and 
14.73±1.12 s, 1.10±0.09, and 31.21±2.91 s, respectively, in those aged 11–17 years. Among the adults aged 18–50 years, 
the mean PT, INR, and aPTT values were 13.95±1.40 s, 1.04±0.11, and 30.21±2.86 s, respectively. The mean PT, INR, and 
aPTT values of children aged 1–5 years, 6–10 years, and 11–17 years were statistically significantly higher than those of 
adults aged 18–50 years (for each group p<0.01).
Conclusion: It is important for laboratories to employ age-specific reference ranges for coagulation tests performed on 
children to ensure accurate diagnosis and avoid unnecessary further investigations. In this study, the reference ranges 
of the PT, INR, and aPTT parameters were determined for pediatric patients and found to be significantly higher than 
those of adults, which will be useful for clinical evaluation and diagnosis.
Keywords: Age group, coagulation tests, pediatric, reference ranges
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aPTT is used to monitor heparin therapy, detect disorders in 
clotting factors, and diagnose bleeding disorders [3].

Reference ranges are one of the most frequently used de-
cision-making tools to determine whether an individual is 
healthy. It is recommended that each laboratory determine its 
own reference ranges, and the reference population that best 
reflects the society should be carefully selected. Reference in-
dividuals are determined by direct or indirect methods. The 
direct method is a prospective method in which well-defined 
exclusion criteria are applied before the determination of ref-
erence individuals. In the indirect method, retrospective lab-
oratory values from the hospital database are used to deter-
mine reference intervals. This method is preferred especially in 
the pediatric group, where it is very difficult to collect samples 
from healthy subjects. For an accurate assessment, it is of great 
importance to establish reference ranges correctly and deter-
mine the changes based on factors such as age and gender 
[4]. The International Society on Thrombosis and Haemostasis 
(ISTH) has reported that the use of adult reference ranges for 
the determination of coagulation disorders in pediatric pa-
tients may lead to erroneous assessments and recommends 
that each laboratory establish their own population-specific 
pediatric reference ranges, considering the combination of 
the analyzer and reagent used [5, 6].

Since the physiology of hemostasis in pediatric patients is very 
different from that in adults, reference ranges vary depending 
on the age of the children. Therefore, the use of adult refer-
ence ranges makes it harder to interpret pediatric coagulation 
tests accurately, and laboratories are required to develop age-
specific reference ranges for children to ensure accurate diag-
nosis and avoid unnecessary further investigations [7, 8].

The objective of this study was to ascertain pediatric age-
specific reference ranges for PT, INR, and aPTT. For this pur-
pose, retrospective data were obtained from children aged 
between 1–17 years who had undergone preoperative tests 
and compared with reference values obtained from a group of 
adult patients. It is considered that the establishment of age-
specific reference ranges for pediatric patients will be useful 
for clinical evaluation and diagnosis.

Materials and Methods
Approval was received for this study from Istanbul Medipol 
University Ethics Committee (No: E-10840098-772.02-7732, 
Date: 12/12/2023). Reference individuals were determined by 
the indirect method. The data on coagulation tests (PT, INR, 
and aPTT) performed at Medipol Mega University Hospital 
from January 2022 to December 2023 were retrospectively 
reviewed. The study was carried out based on the data of a 
total of 15,179 patients of whom 61.1% were female (n=9279) 
and 38.9% were male (n=5909). Pediatric patients were di-
vided into three age groups: 1–5 years (n= 1949), 6–10 years 
(n=1563), and 11–17 years (n=508) [5]. The adult age group 
consisted of healthy individuals aged 18–50 years (n=11165).

The PT, INR, and aPTT results of preoperative tests required 
for minor surgical procedures (inguinal and umbilical hernia 
operations, excision of rectal polyps, diagnostic cystoscopy, 
tonsillectomy, septoplasty, dental treatment, etc.) were evalu-
ated. The exclusion criteria included having a history of bleed-
ing or thrombus, receiving anticoagulant therapy, and having 
an acute infection, malignancy, or cirrhosis.

The plasma obtained after centrifugation at 3000 rpm for 10 
minutes in citrated tubes was analyzed using the mechanical 
coagulometric measurement method in a Stago Compact 
Max 3 coagulation autoanalyzer. The PT test relies on the use 
of calcium thromboplastin to measure the clotting time of the 
plasma obtained from the patient and its comparison to the 
normal standard. In principle, the aPTT test involves the re-
coagulation of plasma in the presence of a standard amount 
of cephalin and kaolin.

PT was analyzed as PT (sec), PT activity (%), and INR using a 
STA NeoPTimal kit. INR was calculated using the ratio of the 
patient’s PT value to the mean value of the normal reference 
range raised to the power of the reagent international sensi-
tivity index (ISI). The ISI for the PT reagent used was 1.01. aPTT 
was analyzed as aPTT (sec) using a STA C.K PREST kit.

Calibration and control samples were assayed using the stan-
dard methods of the manufacturer. These tests were evalu-
ated with normal and abnormal controls on a daily control 
basis, as well as by following a monthly ECAT external quality 
control program.

Statistical Analyses
The Statistical Package for the Social Sciences (SPSS) 2020 
program was used for statistical analyses when assessing 
the findings obtained from the study. Quantitative variables 
were represented using mean, standard deviation, median, 
minimum, and maximum values, and qualitative variables 
were represented using descriptive statistical methods, such 
as frequencies and percentages. A non-parametric data dis-
tribution was observed for the PT, INR, and aPTT values. The 
Shapiro-Wilk test and box plots were used to evaluate the 
conformity of the data to the normal distribution. The Man-
n-Whitney U test was conducted to compare the variables 
that did not display a normal distribution between paired 
groups. The chi-square test was used to compare qualitative 
data. The results of reference ranges were evaluated at a 95% 
confidence interval and a significance level of p<0.05.

Results
The reference range values for PT, PT activity, INR, and 
aPTT were analyzed for the three pediatric age groups. 
These values were compared to the reference values ob-
tained from the adult group. The comparison of the data 
by age groups is shown in Table 1. The age distributions of 
PT, PT activity, INR, and aPTT are presented in Figures 1, 2, 
3, and 4, respectively.
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The mean PT, INR, and aPTT values of children aged 1–5 years, 
6–10 years, and 11–17 years were statistically significantly higher 
than those of adults aged 18–50 years (p=0.001, p=0.001, p=0.001, 
and p<0.01, respectively for PT; p=0.001, p=0.001, p=0.001, and 
p<0.01, respectively for INR; and p=0.001, p=0.001, p=0.001, and 
p<0.01, respectively, for aPTT). The mean PT activity values of 
children aged 1–5 years, 6–10 years and 11–17 years were signifi-
cantly lower than those of adults 18–50 years (p=0.001, p=0.001, 
p=0.001, p=0.001 and p<0.01 respectively for PT activity).

The PT, PT activity, INR, and aPTT values were also evaluated in 
each age group by gender (Table 2). The mean PT, PT activity, 

and INR values did not show any statistically significant dif-
ferences according to gender in the pediatric group aged 1–5 
years (p>0.05), while the mean aPTT value of the male chil-
dren was statistically significantly higher than that of the fe-
male children in this group (p=0.038; p<0.05). In the pediatric 
group aged 6–10 years, there were no statistically significant 
differences in PT, PT activity, INR, or aPTT values according to 
gender (p>0.05). The PT, PT activity, and INR values did not 
statistically significantly differ between the male and female 
children in the 11–17-year-old group (p>0.05); however, the 
mean aPTT value of the male children in this group was sta-

Figure 1. Distribution of prothrombin time by age.
SD: Standard deviation.

Figure 2. Distribution of PT activity by age.
PT: Prothrombin time.

Table 1. Data comparison by age

   Age groups

  1–5 years 6–10 years 11–17 years 18–50 years p p p 
  (n=1949) (n=1563) (n=508) (n=11165) (1–5/ (6–10/ (11–17/ 
      18–50) 18–50) 18–50)

Gender, n, (%)
 Female 790 (40.5) 574 (36.7) 204 (40.2) 7711 (69.1) a0.001** a0.001** a0.001**
 Male 1162 (59.5) 989 (63.3) 304 (59.8) 3454 (30.9)   
PT(s)
 Mean±SD 14.34±1.99 14.48±1.40 14.73±1.12 13.95±1.40 b0.001** b0.001** b0.001**
 Median (min-max) 14.2 (11–80) 14.3 (10.6–47.9) 14.6 (11.6–23.3) 13.8 (8–53.5)   
 95% CI 14.25–14.42 14.41–14.55 14.63–14.82 13.91–13.97   
PT activity (%)
 Mean±SD 91.47±10.53 89.66±9.81 87.08±9.43 95.39±11.12 b0.001** b0.001** b0.001**
 Median (min-max) 92 (11–120) 90 (19–120) 88 (46–120) 96 (17–120)   
 95% CI 91.00–91.94 89.17–90.15 86.26–87.90 95.21–95.62   
INR
 Mean±SD 1.07±0.16 1.08±0.11 1.10±0.09 1.04±0.11 b0.001** b0.001** b0.001**
 Median (min-max) 1.06 (0.89–6.47) 1.07 (0.9–3.89) 1.09 (0.9–1.8) 1 (0.9–4.1)   
 95% CI 1.07–1.08 1.08–1.09 1.10–1.11 1.039–1.043   
aPTT (s)
 Mean±SD 31.43±3.47 31.30±2.66 31.21±2.91 30.21±2.86 b0.001** b0.001** b0.001**
 Median (min-max) 31.2 (18.4–74.9) 31.1 (20.4–68.7) 31 (19.6–66.0) 30 (14.9–115.4)   
 95% CI 31.28–31.59 31.17–31.43 30.96–31.46 30.16–30.26  

**: p<0.01. a: Pearson Chi-Square; b: Mann-Whitney-U Test. PT: Prothrombin time; SD: Standard deviation; CI: Confidence interval; INR: International normalized ratio; aPTT: Activated 
partial thromboplastin time.
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tistically significantly lower than that of the female children 
(p=0.007; p<0.01). Lastly, no gender-related statistically signif-
icant differences were observed in the PT, PT activity, INR, or 
aPTT values of the adult group aged 18–50 years (p>0.05).

Discussion
PT and aPTT are generally considered routine tests to assess 
preoperative bleeding risk. PT and its mathematical deriva-
tive, INR, allow for monitoring vitamin K antagonist therapy. 
Age-related reference ranges may vary due to differences 
in physiologic hemostasis in children. Therefore, reference 
ranges for pediatric age groups should be used [8, 9]. Popu-
lation, reagent, and analyzer-specific differences in reference 
ranges have been previously shown [5, 6].

Currently, there are many coagulation analyzers and reagents 
available for the analysis of PT, INR, and aPTT. Some earlier 
studies used different analyzers and reagents and established 
pediatric and adult reference ranges for PT, INR, and aPTT tests.

Liu et al. [10] found age-related differences between children 
and adults for PT. For aPTT, all pediatric age groups had higher 
median values than adults. Aral et al. [11] reported that PT lev-
els differed according to age and gender, but there were no 
age-related differences in aPTT levels. Greenway and Monagle 
[7] suggested that many children might be misdiagnosed with 
von Willebrand disease due to prolonged aPTT values com-
pared to adults. Sivrikaya et al. [12] reported that the average 
PT level of the 0-14-year-old group was 0.4 seconds longer 
than that of adults. In contrast, Ercan et al. [13] determined 
that the PT reference ranges were similar between the pedi-
atric and adult groups. On the other hand, the determined 
reference ranges for aPTT were significantly higher in all pe-
diatric groups compared to adults. In a study by Flanders et al. 
[14], the PT values were found to be higher in the 7-17-year-
old group compared to the adult group, and they showed no 
difference in aPTT values between the groups.

In our study, the reference ranges of PT, INR, and aPTT were 
determined for all pediatric age groups, including 1–5 

years, 6–10 years, and 11–17 years, and all three parame-
ters were found to be significantly higher when compared 
to the adult reference ranges ( for each group p<0.01).We 
think that low levels of coagulant proteins (II, V, VII, IX, X, XI, 
XII) in children  caused prolonged PT, INR and  low levels of 
Vitamin K–dependent coagulation factor IX concentrations 
and von Willebrand Factor caused prolonged  aPTT [7, 9]. 
Our study is one of the rare studies in the literature that is 
compatible with physiological hemostasis in children.The 
study was conducted with a large reference population. 
Age-related reference ranges will be very useful in terms of 
accurate diagnosis in the clinics.

The discrepancies in age-related reference ranges between 
studies may be due to the differences in the coagulation an-
alyzer and reagent used, as well as the reference intervals of 
the population and analyzer. This may also result from the 
variance of pediatric age groups in each study.

Some studies have evaluated differences in PT, INR, and 
aPTT by gender in various age groups. Sultana et al. [15] 
reported that male and female individuals had significantly 
different PT and INR values. The authors noted that men 
and women aged 15–50 years were more likely to have in-
creased PT, INR, and aPTT readings than the pediatric group 
aged 0–14 years.

Based on the results of our study, the pediatric group aged 
6–10 years and the adult group (aged 18–50 years) showed 
no significant differences in the PT, INR, or aPTT values when 
evaluated according to gender (p>0.05).

The PT and INR values also did not statistically significantly 
differ by gender in the 1-5-year-old and 7-11-year-old 
groups (p>0.05); however, the aPTT value of the male chil-
dren in the 1-5-year-old group was higher than that of the fe-
male children (p=0.038; p<0.05), while the aPTT value of the 
male children in the 11-17-year-old group was significantly 
lower than that of the female children (p=0.007; p<0.01). The 
difference in aPTT levels in the 1-5-year-old group may be 
due to the numerical difference between male and female 

Figure 3. Distribution of INR measurement by age.
INR: International normalized ratio.

Figure 4. Distribution of aPTT measurement by age.
aPTT: Activated partial thromboplastin time.
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children. The difference in aPTT levels at puberty 
(11-17-year-old group) according to gender may 
be due to the menstrual cycle. Von Willebrand Fac-
tor levels vary according to the days of the men-
strual cycle, and estrogen increases the synthesis of 
coagulation factors such as II, VII, IX, X, which are 
dependent on vitamin K [16]. Therefore, the men-
strual cycle may affect the results.

The varying results reported by studies in terms of 
gender comparisons may be due to the different 
groupings of individuals included in each sample.

Laboratory findings should be interpreted in light 
of the child's age, the analyzer used, and the appro-
priate reagent reference ranges to provide accurate 
treatment of hemostatic disorders in the pediatric 
population. Erroneous test findings are likely to re-
sult in the need for additional diagnostic examina-
tions and consultations, inappropriate treatment, 
cancellation of surgical operations, and an extra fi-
nancial burden on patients.

Laboratories cannot always rely on adapting lit-
erature data on the combination of analyzers and 
reagents to align with their own needs. It is also of-
ten not possible for each laboratory to develop their 
own reference ranges. It can therefore be concluded 
that using adult reference ranges in the pediatric 
population has the potential to result in false-posi-
tive assessments in distinguishing if individuals are 
healthy. It is evident that our study will provide ben-
efits for the clinical evaluation of coagulation tests 
in pediatric patients. It will also serve as a guide for 
laboratories using the same kit and analyzer.

Limitations
There are two limitations of the study. First, refer-
ence individuals were determined by the hospital 
database retrospectively. There may be unhealthy 
individuals in this data. Second, menstrual cycle 
information for girls aged 11–17 is not available. 
Therefore, multicenter prospective studies can be 
conducted in the future.

Conclusion
In conclusion, the hemostatic system in children 
continues its maturation until adulthood. Pedi-
atric reference ranges of PT, INR, and aPTT are nec-
essary in laboratories and they are very important 
for clinical diagnosis. Our study revealed age-spe-
cific reference ranges to be used in order to avoid 
erroneously high PT, INR, and aPTT results in chil-
dren. It is considered that the study will contribute 
to the literature by presenting data obtained from 
a large case group.Ta
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Assessment of IL-6, TGF-β1 and CTX-II in the diagnosis of 
early Post-Traumatic Osteoarthritis of knee

Osteoarthritis (OA) is the predominant arthritis type, affect-
ing millions of individuals globally. The Osteoarthritis Re-

search Society International (OARSI) defines osteoarthritis as a 
disorder affecting movable joints characterized by cell stress 

and degradation of the extracellular matrix (ECM). The process 
is triggered by micro- and/or macro-injuries to the knee joint 
that activate adaptive responses, which include inflammatory 
pathways of innate immunity [1]. Risk factors of the disease in-

Objectives: Osteoarthritis is an inflammatory and degenerative disorder characterized by the degradation of the ex-
tracellular matrix. It commences with injuries to the knee that activate inflammatory pathways. Trauma may predis-
pose to osteoarthritis, called post-traumatic osteoarthritis (PTOA). The disease is diagnosed in the later stages with (KL 
grade>2) as seen by X-ray; measuring the biomarkers present in the body fluids holds significant promise for the early 
detection and evaluation of PTOA. The study aimed to establish the role of inflammatory and collagen markers such as 
serum interleukin 6 (IL-6), transforming growth factor beta 1 (TGF-β1), and urine C-terminal cross-linked telopeptide of 
type II collagen (CTX-II) in the diagnosis of early post-traumatic osteoarthritis of the knee.
Methods: This case-control study was conducted among 80 participants, of which 40 were apparently healthy individuals, 
and 40 were cases with a history of trauma to the knee joint in the past ten to 12 weeks. Baseline characteristics, body mass 
index (BMI), Visual Analog Score (VAS), and Western Ontario McMasters Universities Osteoarthritis Index (WOMAC) were 
collected from all the participants. X-ray and MRI were done in the cases. Serum IL-6 and TGF-β1, and urine CTX-II were an-
alyzed by ELISA. Statistical analysis was done with SPSS version 16. A P value ≤ 0.05 was considered statistically significant.
Results: The mean serum IL-6, TGF-β1, and urine CTX-II levels were significantly higher in cases than in controls, with P 
values of 0.025, 0.033, and 0.040 respectively. IL-6 showed correlations with age, WOMAC score, and urine CTX-II values. 
TGF-β1 showed a positive correlation with VAS.
Conclusion: Individuals with previous knee joint trauma exhibited notably elevated serum IL-6, TGF-β1, and urine CTX-
II levels. Among the three biomarkers, IL-6 seemed to be a potential biomarker of early post-traumatic osteoarthritis in 
patients with knee injuries.
Keywords: Collagen break down products, interleukins, post-traumatic osteoarthritis, pro-inflammatory markers
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clude obesity, older age, joint injuries, genetics, and metabolic 
diseases [2]. Osteoarthritis following joint trauma is called 
post-traumatic osteoarthritis (PTOA). The prevalence of PTOA 
accounts for 12% of all symptomatic OA [3]. The injury can be 
in the form of a fracture, cartilage damage, ligament injury, or 
instability (or a combination). In many cases, injuries involve 
more than one structure in the knee. Pain, swelling, and in-
stability are the most common features of knee osteoarthritis. 
Complications of osteoarthritis include difficult ambulation, 
decreased range of movement, and joint malalignment [2]. 
The time span required to clinically measure PTOA is highly 
variable, ranging from two years to decades depending on the 
severity of the joint injury [4]. The increasing incidence, age of 
presentation, rate of progression, and type of injury warrant 
a broader and in-depth approach to understanding PTOA. To 
date, X-ray is the investigation of choice, and the disease is clas-
sified into four grades by Kellgren Lawrence [5]. However, the 
radiographic techniques and the physical examination identify 
only a fraction of the individuals, especially in the later stages 
of Kellgren Lawrence (KL) grading. The radiographic features 
are found to have low inter-rater reliability. It has been shown 
that when the disease becomes radiographically apparent, 
significant joint damage could have occurred. As the molec-
ular derangements appear much earlier in the course of the 
disease, analysis of the biomarkers, which indicate the molec-
ular derangements, may have diagnostic and prognostic po-
tentials, as well as serve as therapeutic targets. The biomarkers 
may be inflammatory, oxidative stress, collagen breakdown, 
genetic, and epigenetic markers. These markers may be mea-
sured in the blood, synovial fluid, urine, and the involved joint 
tissues. The markers have the potential to identify the different 
pathological processes involved in the causation of PTOA.

Interleukin 6 (IL-6) is a pro-inflammatory and a soluble medi-
ator having a pleiotropic impact on inflammation, immune 
response, and hematopoiesis. Studies have shown that circu-
lating levels of IL-6 are increased in osteoarthritis and cartilage 
loss in the knee joint occurring three to fifteen years after the 
injury [6]. Transforming growth factor beta 1 (TGF-β1) regu-
lates cell proliferation, differentiation, apoptosis, and synthe-
sis and degradation of the extracellular matrix (ECM). High lev-
els of TGF-β1 alter the cartilage metabolism, as found in cases 
of PTOA [7]. Elevated levels of C-terminal cross-linked telopep-
tide of type II collagen (CTX-II) in urine have been observed to 
correlate with osteoarthritis, and increased concentrations are 
linked to the advancement of the disease [8]. The hypothesis 
of the study is that alterations in the levels of inflammatory 
and collagen biomarkers help in the diagnosis of early post-
traumatic osteoarthritis of the knee. The study aimed to estab-
lish the role of inflammatory markers IL-6 and TGF-β1 in serum 
and collagen breakdown product, CTX-II in urine, in the diag-
nosis of early post-traumatic osteoarthritis (PTOA) of the knee.

Materials and Methods
This case-control study consisted of 80 participants in the age 
group of 20 to 50 years of both genders. The study was con-

ducted in the Departments of Sports Medicine and Biochem-
istry at Sri Ramchandra Institute of Higher Education and Re-
search. Ethics approval was obtained from the institutional 
ethics committee, SRIHER (IEC-N1/21/FEB/77/25). Participants 
satisfying inclusion criteria were inducted after obtaining 
written informed consent. The participants were adminis-
tered VAS and WOMAC questionnaires [9, 10]. Cases included 
40 participants with a history of trauma to the knee joint, for 
which they were treated conservatively or underwent surgery 
depending on the degree of trauma. They were subjected to 
X-ray of the knee to obtain the KL grading with a history of 
trauma to the knee joint in the past ten to 12 weeks. Controls 
included age- and sex-matched 40 apparently healthy in-
dividuals, with no history of trauma to the knee joint in the 
past two years. Individuals with osteoarthritis, autoimmune 
disorders, post-menopausal women, osteomyelitis, tumors, 
and septic arthritis of the knee, metabolic/systemic illnesses, 
participants on anti-resorptive therapy for bone or joint dis-
orders, anticancer drugs, anti-metabolite drugs, hormone re-
placement therapy, oral contraceptive pills, calcium, vitamin 
D, intraarticular steroids, viscosupplementation in the past 
three months, and a history of previous surgery to the knee 
joint were excluded from the study.

Laboratory methods
Venous samples were collected for IL-6 and TGF-β1 by 
trained phlebotomists and were centrifuged for 15 minutes 
at 2000 X g; the serum was separated and stored at –80°C 
until analysis. Spot urine was collected for analysis of CTX-II; 
it was centrifuged at 1500 Xg for 10 minutes, and the super-
natant was stored at –80°C until analysis. The levels of IL-6 
and TGF-β1 in serum and CTX-II in urine were analyzed by 
enzyme-linked immunosorbent assay (ELISA) according to 
the manufacturer's instructions. As urine markers are usually 
expressed as a ratio to urinary creatinine concentration, the 
concentration of CTX-II in the urine was corrected for urine 
creatinine with the following formula:

Corrected CTX II (ng/mmol) =

 CTX-II from 
 ELISA (ng/mL) × 1000 [11]
 Con from 
 creatinine 
 (mmol/L)

Statistical analysis
Data analysis was performed using SPSS version 16. The vari-
ables were tested for normality of distribution using the Kol-
mogorov-Smirnov test. Continuous variables were expressed 
as mean and standard deviation or median and interquartile 
range. Categorical variables were expressed as frequency 
and percentage. The unpaired Student's t-test and Mann-
Whitney U test were used to compare the variables. Pearson's 
and Spearman correlation coefficients were used to test the 
correlation between the variables. Receiver operating charac-
teristic (ROC) curves were plotted to compare the discrimina-
tory strengths of different mediators in the serum and urine 



Rethinam Meenakshisundaram, IL-6, TGF beta & CTX-II in PTOA / 8910.14744/ijmb.2024.86158

of study participants. Sensitivity, specificity, and area under 
the curve were calculated. A P value ≤0.05 was considered 
statistically significant.

Results
The study was conducted with 80 participants (40 cases, 40 
controls) at Sri Ramchandra Institute of Higher Education and 
Research.

Age, gender, BMI, VAS, and WOMAC scores were the baseline 
characteristics. Sex, VAS, and WOMAC scores showed sta-
tistical significance between cases and controls (p<0.001). 
The mean age of the participants in the cases and controls 
were 31.05 (9.37) and 27.58 (5.71) years, respectively, with 
no statistical significance between the two groups (p=0.2). 
Among the cases, 50% experienced moderate pain, and 
14% experienced mild pain, which was statistically different 
(p=0.001). The WOMAC score was found to be 76.5 in cases 
and 100 in controls with statistical significance (p<0.001). 
Isolated anterior cruciate ligament (ACL) injury accounted 
for 30%, and anterior cruciate ligament tear with medial 
meniscus tear injury accounted for 20%. Among the cases, 
39 cases had grade 0, and one patient had grade 1 changes 
as seen in X-ray (Table 1).

The level of IL-6 was higher in cases when compared to controls 
with a P value of 0.025 and was statistically significant. Serum 
TGF-β1 levels were significantly higher in cases compared to 
that of the controls (p=0.033). Urine CTX-II was significantly 
higher in cases compared to controls (p=0.040) (Table 2).

The correlation study indicated that VAS positively corre-
lated with BMI (r=0.35, p=0.04) and negatively correlated 
with WOMAC scores (r=–0.45, p=0.007) with statistical signif-
icance. IL-6 showed a positive correlation with age (r=0.46, 
p=0.001) and a negative correlation with WOMAC scores 
(r=–0.24, p=0.04). TGF-β1 showed a positive correlation with 
VAS (r=0.32, p=0.04) and weight (r=0.21, p=0.04). Urine CTX-
II showed a negative correlation with IL-6 (r=–0.11, p=0.34); 
however, it was not statistically significant (Table 3).

Figure 1 shows the ROC curves of IL-6, TGF-β1, and CTX-II. The 
area under the curve, sensitivity, and specificity for IL-6 were 
0.55, 72%, and 52%, respectively. The area under the curve 
for TGF-β1 was 0.54, with a sensitivity and specificity of 68% 
and 49%, respectively. The area under the curve for CTX-II was 
0.58, with sensitivity and specificity of 54% and 41%, respec-
tively. They did not show statistical significance (Table 4).

Discussion
Trauma causes a cascade of biochemical reactions, leading 
to the deterioration of the structural stability of the joint, re-
sulting in post-traumatic osteoarthritis (PTOA). This condition 
causes significant physical disabilities, such as an inability to 
perform routine physical activities, which further results in 
mental disturbances such as depression, anxiety, fatigue, and 
inadequate sleep [12]. Hence, it is imperative to understand 
the early biochemical changes in the joint, which would help 
in identifying the biomarkers that have diagnostic, prognos-
tic, and therapeutic potential. The indicators of inflammation 
are demonstrated by the changes in the levels of markers 
found in different body fluids like blood, synovial fluid, and 
urine. The study aimed to determine the significance of in-
flammatory markers such as IL-6 and TGF-β1 in serum and 
collagen breakdown product, CTX-II in urine, in diagnosing 
early post-traumatic osteoarthritis (PTOA) of the knee. In a co-
hort study conducted by Gelber et al. [13], it is observed that 
middle-aged individuals who experienced knee injuries faced 
a significantly heightened risk of developing osteoarthritis in 
the future. Similarly, in the present study, participants were 
in the middle-aged group demographic population. Though 
females are more susceptible to OA development, an associ-

Table 2. Serum and urine levels of biochemical mediators in 
cases and controls

Variable Case Control p 
  (n=40) (n=40) 

Serum
 IL- 6 (pg/mL)# 10.96 (6.16–88.28) 8.36 (5.50–11.40) 0.025*
 TGF-β1 (ng/mL)# 2.58 (1.92–3.19) 2.34 (1.59–2.66) 0.033*
Urine
 CTX-II (ng/mmol)# 6.91 (2.03–17.29) 3.15 (0.72–13.87) 0.040*

#: Expressed as median and interquartile range (IQR). *: P value significant. IL-6: 
Interleukin 6; TGF-β1: Transforming growth factor-β1; CTX-II: C -telopeptide fragments 
of type II collagen.

Table 1. Baseline characteristics of cases and controls

Variables   Case   Control  p 
   (n=40)   (n=40) 

  n  % n  %

Age (years)# 31.05 (9.37) 27.58 (5.71) 0.2
Sex         <0.001**
    Female 9  22 26  65  
    Male 31  78 14  35  
Weight (kg)# 67.48 (12.13) 70.14 (15.88) 0.4
Height (cm)# 162.51 (8.35) 164.38 (8.58) 0.3
BMI (kg/m2)         0.9
 (≤23.4) 12  30 12  30  
 (23.5 to 27.4) 16  40 14  35  
 (≥27.5) 12  30 14  35  
VAS        <0.001**
 No pain 6  15 39  98  
 Mild pain 14  35 1  2  
 Moderate pain 20  50 0  0  
 WOMAC score# 76.55 (16.55) 100.00 (0.00) <0.001**

#: Data expressed in mean and standard deviation. **: P value highly significant. BMI: 
Body mass index; VAS: Visual analog score; WOMAC: Western Ontario and McMaster 
Universities Osteoarthritis Index.
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ation between gender and disease prevalence in post-trau-
matic osteoarthritis (PTOA) is yet to be established [3]. In the 
present study, 22% were females and 78% were males. Among 
the sports activities, male skiers sustain more knee injuries 
than females [14]. Female athletes are more prone to anterior 
cruciate ligament (ACL) injuries than males [15]. The type and 
number of injuries depend on the type of routine work and 
also any sports activity involved.

People who suffer from OA undergo varying levels of pain 
and restricted mobility of the affected joint. Visual Analog 
Scales (VAS) and the Western Ontario and McMaster University 
(WOMAC) scale are the most commonly employed self-admin-
istered scales to assess the intensity of joint pain in patients 
with osteoarthritis of the knee or hip. The WOMAC pain sub-

scale uses a five-item questionnaire, each about a different ac-
tivity type (e.g., walking, standing, etc.), whereas VAS is based 
on a single-item questionnaire measuring any kind of pain 
specific to the index joint. The pain expressed by the VAS was 
categorized as no pain (score: 0), mild (score: 1–3), moderate 
(score: 4–6), and severe pain (score: 7–10) [9]. In the present 
study, among cases, 50% of the individuals experienced mod-
erate pain, and 14% experienced mild pain, which was statis-
tically significant (p<0.001) (Table 1). The Western Ontario and 
McMaster Universities Osteoarthritis (WOMAC) questionnaire 
consists of three subscales: pain, stiffness, and physical func-
tion. The extent of pain is noted to range from none to extreme. 
A score of 100 indicates no symptoms or functional disability, 
and 0 indicates extreme symptoms and functional disability 
[10]. As per Roos et al. [16], healthy individuals typically exhibit 

Table 3. Correlation of demographic details and biochemical parameters among study participants

    Expressed as correlation coefficient ‘r’ value and ‘p’ value

   Demographic details   Pain score Biochemical mediators

  Age Weight Height BMI VAS WOMAC IL-6 TGF-β1 CTX-II

Demographic details
 Age 1 0.02 –0.2 0.12 0.22 –0.38 0.46 –0.03 –0.01
   (0.89) (0.07) (0.27) (0.21) (<0.001)** (0.001)* (0.79) (0.92)
 Weight  1 0.36 0.87 0.15 0.04 –0.05 0.21 0.07
    (0.001)** (0.00) (0.39) (0.72) (0.68) (0.049)* (0.51)
 Height   1 –0.14 –0.29 0.03 –0.12 0.15 0.02
     (0.23) (0.049)* (0.79) (0.31) (0.19) (0.86)
 BMI    1 0.35 0.02 0 0.15 0.07
      (0.041)* (0.85) (0.96) (0.17) (0.55)
Pain score
 VAS     1 –0.45 0.08 0.32 –0.03
       (0.007)* (0.69) (0.048)* (0.87)
 WOMAC      1 –0.24 –0.1 0.07
        (0.04)* (0.38) (0.53)
Biochemical mediators
 IL-6       1 –0.09 –0.11
         (0.42) (0.34)
 TGF-β1        1 0.07
          (0.54)
 CTX-II         1

*: P value significant; **: P value highly significant. BMI: Body mass index; VAS: Visual analog score; WOMAC: Western Ontario and McMaster Universities Osteoarthritis Index; 
IL-6: Interleukin 6; TGF-β1: Transforming growth factor -beta 1; CTX-II: C -telopeptide fragments of type II collagen.

Table 4. Area under the curve and cut off value of IL-6, TGF- β and Urine CTX- II

Variables AUC SE p 95% CI Cut off value Sensitivity (%) Specificity (%)

IL-6 0.55 0.06 0.37 0.42–0.68 0.62 72 52
TGF-β1 0.54 0.06 0.51 0.41–0.66 2.36 68 49
CTX-II 0.58 0.06 0.21 0.45–0.70 1.44 54 41

IL-6: Interleukin 6; TGF-β1: Transforming growth factor β1; Urine CTX-II: Urine C -telopeptide fragments of type II collagen; AUC: Area under the curve; SE: Standard error; CI: 
Confidence interval.
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a mean score ranging from 88 to 89, while the OA group usu-
ally demonstrates a mean score ranging from 52 to 84. Simi-
larly, in the present study, the WOMAC score was notably lower 
among cases compared to controls with statistical significance 
(p<0.001). (Table 1) It showed a negative correlation with age 
among the participants (r=–0.38, p<0.001). (Table 3) This indi-
cated that lower WOMAC scores in the advancing age groups 
are probably due to increasing pain thresholds with advanced 
age and also the variations in their daily physical activities.

In the present study, with regard to magnetic resonance imag-
ing (MRI) findings, there were a maximum number of isolated 
ACL tears (30%). This is similar to a study by Maffulli et al. [17], 
which suggests that ACL tears are the most common type of 
knee injuries and can also be associated with other injuries, 
including meniscal tears, femoral condylar fractures, and carti-
laginous loose bodies. X-ray is a commonly used investigation 
to assess KL grading, but it helps to diagnose the disease in 
later stages, especially from grade II onwards [18]. Hence, early 
diagnosis of the disease is possible by analyzing the molecular 
biomarkers, so that early management strategies can be im-
plemented to slow down the progression of the disease.

Osteoarthritis is driven by inflammatory mediators in its initial 
stages, producing metalloproteinases that degrade the carti-
lage matrix. IL-6, a proinflammatory marker, has a crucial role 
in the pathogenesis of OA. Elevated levels of IL-6 in the serum 
or synovial fluid of osteoarthritis (OA) patients are linked to 
both the incidence and severity of the disease. It plays a signif-
icant role in the development of cartilage pathology by induc-
ing matrix-degrading enzymes [6]. It increases sensitization to 
mechanical stimulation by activating the neurons through 
trans-signalling pathways; both peripheral and central sensiti-
zation can cause chronic pain [19]. In the present study, when 
the levels of IL-6 were compared between cases and controls, 
the mean levels were significantly higher in cases than in con-
trols (p=0.025) (Table 2). IL-6 production is stimulated by IL-1 
after trauma and is higher in the synovial fluid of ACL-deficient 
knees [20]. The injuries lead to high levels of inflammatory cy-
tokines like IL-6, IL-8, interferon-gamma (IFN-γ), and tumor 
necrosis factor-alpha (TNF-α) in synovial fluid, reflecting local 
inflammation in the joint [21]. As reported by Beekhuizen et 
al. [22], there is an increased level of IL-6 in OA, implying the 
involvement of inflammatory processes. The levels in serum 
reflect the efflux of inflammatory cells into the systemic circu-
lation. A cross-sectional study showed that IL-6 remained high 
for a maximum of 50 weeks after ACL injury [23].

The present study showed a positive correlation between 
IL-6 levels and age and a negative correlation with WOMAC 
scores among the participants (Table 3). With advancing age, 
the regulation of IL-6 gene expression becomes less effective, 
contributing to cartilage degradation and the pain associated 
with PTOA [24]. The cross-sectional study by Orita et al. [25] re-
vealed a negative correlation between IL-6 levels and WOMAC 
scores. Elevated IL-6 levels in participants with trauma were 

directly related to pain and malfunction, with lower WOMAC 
scores indicating more severe symptoms and functional dis-
ability, thus establishing an inverse relationship between 
WOMAC score and IL-6 levels.

TGF-β1 is a growth factor that plays a significant role in the 
maintenance of homeostasis of articular cartilage. The iso-
forms and receptors are expressed in bone, cartilage, and syn-
ovial tissues, and the signaling by TGF-β1 is cell-dependent 
[26]. It stimulates chondrocyte proliferation and osteoblast 
terminal maturation, induces synovial tissue fibrosis, and 
plays a vital role in tissue formation, repair, and inflammation, 
essential for cartilage homeostasis [26]. The predominant 
form of TGF-β1 in articular cartilage is TGF-β1 (60–85% of to-
tal). High quantities in articular cartilage and synovial fluid in-
dicate severe OA changes [27, 28]. In a study by Waly et al. [29], 
the levels of TGF-β1 are elevated in the OA group compared to 
the healthy individuals. It is suggested to be a helpful marker 
in assessing the prognosis of osteoarthritis. In post-traumatic 
osteoarthritis, there is an activation of TGF-β1 in the subchon-
dral bone during osteoclast bone resorption and is found to 
be elevated in the synovial fluid of the knee joints [30]. In a 
study by Sarahrudi et al. [31], TGF-β1 levels are measured in 
patients with trauma in the form of long bone fractures and 
are higher in the early healing period. It started decreasing by 
two weeks and then returned to normal by eight weeks.

In the present study, serum TGF-β1 levels were significantly 
higher in cases compared to controls (p=0.033) (Table 2). Mol-
loy et al. [32] describe the healing process of tendons and liga-
ments in five phases in sequence from the immediate post-in-
jury phase, followed by inflammation, proliferation, reparation, 
and remodeling phases over 21 days. Levels of TGF-β1 are active 
in almost all stages of tendon healing. TGF-β1 mRNA levels in-
crease after tendon injury and are found to be high in the third 
week, and the levels gradually decrease to normal levels by the 
end of the 14th week. In the present study, correlation studies of 
TGF-β1 with demographic variables showed a positive correla-
tion with weight among the participants. TGF-β1 levels showed 
a positive correlation with the VAS score (Table 3). In line with 
the present study, Lin et al. [33] found a positive correlation be-
tween TGF-β1 and obesity in both men and women in the Ja-
panese population. The study by Davidson et al. [34] shows that 
TGF-β1 levels are linked to pain and cartilage damage. Studies 
have shown that TGF-β1 decreases IL-6 receptor expression, 
which in turn decreases IL-6 signaling in chondrocytes and sup-
presses the action of IL-6 [35]. TGF-β1 levels in plasma have been 
found to correlate negatively with VAS in osteoarthritic patients 
[36]. When the cartilage is damaged, it releases TGF-β1, which 
can induce nerve growth factor (NGF). NGF is a neuron survival 
factor and a sensitizer of nociceptors that causes pain [37].

Proteases release C-telopeptide fragments of type II collagen 
from the matrix and cartilage. Type II collagen comprises the 
majority of the extracellular matrix. The levels of CTX-II can be 
detected in urine, offering a precise measure of the degradation 
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of type II collagen. Various studies indicate CTX-II levels in urine 
as a promising marker in the diagnosis of osteoarthritis [38, 
39]. In the present study, urine CTX-II was significantly higher 
in cases compared to controls (p=0.040) (Table 2). In a study 
conducted by Arunrukthavorn et al. [11], the urine CTX-II levels 
are significantly elevated in the osteoarthritic (OA) group com-
pared to that of the control group. These levels correlate with 
the radiological severity of OA. In patients with anterior cruciate 
ligament reconstruction, the levels of CTX-II are found to be sig-
nificantly high through 16 weeks after adjusting for BMI [4]. In a 
study by Xin et al. [40], the level of urine CTX-II in grade-1 OA did 
not significantly differ from the control group, and there are sig-
nificantly higher with higher grades of OA. In the present study, 
urine CTX-II showed a negative correlation with IL-6; however, 
statistical significance was not obtained, probably due to the 
small sample size (Table 3). This finding agrees with a study by 
Poree et al. [41], which concludes that IL-6 and sIL-6 R or a com-
bination of both decrease the Sp1:Sp3 ratio and downregulate 
the expression of type II collagen at the transcriptional level.

In the present study, the measured biomarkers did not give 
statistically significant results in the ROC curve analysis. The 
area under the curve (AUC) for urine CTX-II was higher than 
other markers, but the sensitivity was 54%, which was the low-
est compared to other parameters. IL-6 had better sensitivity 
than the other two variables, with the area under the curve 
being 0.55. However, the biomarkers did not show any statis-
tical significance (Fig. 1). In the study by Panina et al. [42], the 
area under the curve for IL-6 is reported to be 0.753 with a sen-
sitivity of 65.5% and specificity of 84.2%. According to Wang 
et al. [43], AUC for CTX-II is 0.886, with a sensitivity of 84% and 
specificity of 86%. All three mediators in the present study did 

not show statistical significance, probably due to the small 
sample size. It was a single-center trial with a small sample 
size. Measurement of the mediators in the synovial fluid could 
reflect the exact pathogenesis of the disease.

Limitations of the study
The sample size was small. As this study was part of a longi-
tudinal cohort study, compiling the results at the end of the 
survey could be more informative and may shed more light on 
the diagnosis and prognosis of the disease. The future scope 
of the study can include long-term follow-ups with the partic-
ipants to identify early biomarkers that are predictive of PTOA 
development and progression.

Conclusion
Post-traumatic osteoarthritis occurs after an injury to the joint. 
The disease occurs at an early age when compared to primary 
osteoarthritis. Since it goes undetected until advanced stages, 
early identification through analysis of biochemical alterations 
can forecast the onset of the disease. The study indicated that 
serum levels of interleukin-6 and serum transforming growth 
factor β1 and urine CTX-II were significantly higher in cases 
compared to controls. Interleukin-6 showed associations with 
age, WOMAC scores, and urine CTX-II levels while transform-
ing growth factor β1 levels were associated with BMI and VAS 
scores. Among the three markers, IL-6 appeared to be a po-
tential biomarker for the diagnosis of early arthritic changes 
in patients with knee injuries. Thus, these markers will help in 
initiating targeted therapies to prevent or slow down post-
traumatic osteoarthritis and the associated morbidities.
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Figure 1. Receiver operating characteristics curve for the biochemical 
mediators IL-6, TGF-β1 and CTX-II.
ROC: Receiver operating characteristic; IL-6: Interleukin 6; TGF-β1: Transforming 
growth factor-β1; CTX-II: C -telopeptide fragments of type II collagen.
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Creatinine normalization approach to diluted urine samples 
screened by LC-MS/MS method

The urine is the most preferred biological sample for tox-
icology screening analysis. It has some advantages such 

as easy sampling, availability of sufficient samples, a higher 
concentration of substances or metabolites than blood, a 
wider detection window (average 2–3 days), and availabil-
ity of validated analysis methods [1, 2]. However, the most 
important disadvantage is that urine is open to manipula-
tion. For this reason, urine integrity tests are necessary to 
evaluate whether a urine sample has been diluted or tam-
pered with by mixing with any external chemicals to pro-
duce a negative result [3, 4].

The Substance Abuse and Mental Health Services Adminis-
tration (SAMHSA) recommends creatinine, specific gravity (if 
creatinine is below 20 mg/dL), and pH tests for urine integrity 
assessment. Additionally, nitrite, oxidants, or glutaraldehyde 
tests are preferable. A sample is considered not to be urine or 
has been replaced if its creatinine level is below 5 mg/dL and 
the specific gravity is below 1.001 kg/L. If the creatinine is 
between 5–20 mg/dL and/or the specific gravity is between 
1.001–1.003 kg/L, it is classified as a "diluted urine sample" 
according to both SAMHSA guideline (revised 2018) and 
Australian Standard As/NZS4308:2008 [5, 6].

Objectives: Urine is the most used matrix in drug analysis; however, it is susceptible to adulteration or tampering. Urine 
creatinine is the most important urine integrity parameter used as an indicator of dilution. This study aimed to evaluate 
the prevalence of diluted urine samples and the change in positivity after creatinine normalization.
Methods: Urine samples screened by the LC-MS/MS method over a 3.5-year period (n=21,927) were included in the study. 
Positivity rates were evaluated in both total and diluted urine samples. Additionally, the impact of creatinine normalization 
on samples with substance concentrations above the limit of quantitation (LOQ) and below the cut-off was investigated.
Results: A total of 350,832 tests were conducted on 21,927 urine samples, resulting in an overall positivity rate of 21.2% 
(n=4652). The ratio of diluted urine was 1.6% (n=343), with 61.5% (n=211) testing negative (<LOQ), 23.3% (n=80) test-
ing positive (at least one substance >cut-off), and 15.2% (n=52) testing above LOQ and below cut-off. After creatinine 
normalization in diluted urines, the sample positivity rate increased from 23.3% (n=80) to 33.8% (n=116) (p<0.001), and 
the substance positivity rate increased from 2.3% (n=125) to 3.9% (n=212) (p<0.001).
Conclusion: Precautions should be taken in reporting diluted urine samples to avoid reporting false negative results. 
The creatinine normalization approach shows promise in laboratories using quantitative screening methods such as 
LC-MS/MS for samples with substance concentrations above the LOQ and below the cut-off. However, more clinical and 
laboratory collaboration is needed for its routine application.
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Urine samples can be diluted through external means such 
as adding water, or internal means such as consuming large 
volumes of water or ingesting diuretics. Drug test results 
in diluted urine make it difficult to determine if the partic-
ipant is using drugs, as they may provide inconclusive re-
sults. In diluted urine samples, analyte concentrations can 
be achieved below the cut-off value. It is known that urine 
dilution affects the test results of many substances, includ-
ing marijuana, amphetamines, cocaine, morphine, codeine, 
and phencyclidine by lowering their concentrations below 
the cut-off value [7].

There is an ongoing debate regarding whether diluted urine 
samples should be rejected or tested in the laboratory. How-
ever, a more dominant opinion suggests that these samples 
should be accepted, as some may still yield positive results. In 
cases of a positive drug result from diluted urine, the labora-
tory has detected the presence of an illicit substance despite 
the dilution. Conversely, when a negative result is obtained 
from a diluted urine sample, it is unclear whether the donor 
used any drugs or not [1]. Substances that are below the cut-
off value are typically reported as negative [7, 8]. For that rea-
son, detecting results for substances above the limit of quan-
titation (LOQ) and below the cut-off in diluted urine samples 
can provide valuable data.

Creatinine is a metabolic waste product that is converted from 
creatine and creatine phosphate in muscle and excreted by 
the kidneys. Creatinine production depends on muscle mass, 
age, gender, water consumption, and diet, but the excre-
tion level is maintained within certain limits over 24 hours in 
healthy subjects [9, 10]. Therefore, urine creatinine concentra-
tion is used as an indicator of urine dilution in urine integrity 
tests [5]. Creatinine normalization is the process of dividing 
the analyte concentration by the creatinine concentration 
in the same urine sample and multiplying by the reference 
creatinine level [11]. The creatinine normalization of urinary 
drug concentrations is used by athletic organizations and pain 
management programs to compensate for dehydration, over-
hydration, and changes in glomerular filtration rate [11–14]. 
However, similar procedures have not been yet adopted by 
drug analysis programs.

Immunoassays are frequently used as a substance screen-
ing method. However, liquid chromatography-mass spec-
trometry (LC-MS/MS) is encouraged for screening analysis 
nowadays, which has many advantages over immunoassay, 
such as low determination and quantitation limits, analyz-
ing the drug and their metabolites separately, and lack of 
cross-reactivity, etc. [15].

This study aimed to investigate the frequency of diluted urine 
samples accepted to the laboratory over 3.5 years, to deter-
mine positivity and negativity rates according to cut-off or 
LOQ values, and the impact of creatinine normalization on the 
results of these samples.

Materials and Methods
Samples
This retrospective study received approval from the Clinical 
Research Ethics Committee of Kayseri City Hospital, in com-
pliance with the Declaration of Helsinki, on July 11, 2023 (De-
cision No: 866).

Data from drug abuse tests conducted on urine samples 
accepted from psychiatry, the Alcohol and Drug Abuse 
Treatment Center, and the Probation Clinic between June 
2018 and November 2021 were screened from the lab-
oratory information management system (LIMS), in the 
Medical Biochemistry Laboratory of Kayseri City Hospital, 
in Türkiye. Diluted urine samples with creatinine levels be-
tween 5–20 mg/dL were identified, and the drug screening 
results, and demographic data of the subjects were col-
lected for these samples.

Chain of custody was applied to all urine samples. Informed 
consent was obtained from all subjects. Before sample trans-
fer to the laboratory, urine temperature was measured within 
4 minutes after sampling and those not between 32–37°C 
were rejected.

Urine integrity test
Urine integrity tests (creatinine, specific gravity, nitrite, and 
pH) were performed before drug screening analysis. Urine cre-
atinine levels were measured on Cobas c701 (Roche Diagnos-
tic, Germany) with the compensated Jaffe method. Specific 
gravity and pH were evaluated with Dirui H10 urinalysis test 
strips. Nitrite was measured by a colorimetric method with 
TEST TRUE™ Nitrite Assay kit (Axiom Diagnostics).

The sample was considered a diluted urine sample if the crea-
tinine was 5–20 mg/dL. Acceptable values for specific gravity 
are 1.003–1.020.

Analysis of drugs
All urine drug screening analyses were performed by LC-MS/
MS method using a Restek Allure PFPP 5µm column (length 
50 mm, inner diameter 2.1 mm) on AB-SCIEX 4500 Q-TRAP 
with a validated in-house method (Table 1). The total flow rate 
was 0.5 mL/min, the oven temperature was 40°C, and the total 
analysis duration was 18 minutes. Two-level internal control 
samples were injected in every single run. Samples were pre-
pared by the "dilute and shoot" technique. After dilution with 
methanol, the internal standard was spiked and injected into 
the LC-MS/MS system.

The screened substances, their LOQ determined by verification 
studies, and administratively determined cut-off values were 
presented in Table 2. The cut-off values were based on SAMHSA 
LC-MS/MS cut-off concentrations. For opiate group drugs, 
the optimal cut-off values were determined by our previous 
published study [16]. Targeted analytes were amphetamine, 
methamphetamine, 3,4-methylenedioxymethamphetamine 
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(MDMA) for amphetamines; benzoylecgonine for cocaine; 
11-Nor-9-carboxy-Δ9-tetrahydrocannabinol (THC-COOH) for 
cannabinoids; morphine, codeine, and 6-monoacetylmorphine 
(6-MAM) for opiates; diazepam, clonazepam, and lorazepam 
for benzodiazepines; AB PINACA, AB FUBINACA, UR-144, 
AM-2201, and JWH-18 for synthetics. Carbamazepin-d3 and 
methadone-d3 were used as internal standards.

Creatinine normalization study
Similar to the study conducted by Cone et al. [11], we es-
tablished our reference creatinine values to ensure suitable 
adjustments for our specific population. From the mean uri-
nary creatinine concentration of 200 healthy subjects (100 
female and 100 male), we determined 97 mg/dL for females 
and 118 mg/dL for males. For diluted urine samples with 
drug screening results above the LOQ and below the cut-
off, creatinine normalization was applied for each substance 
using the following formula. Subsequently, the results were 
re-evaluated in terms of positivity.

Substance concentratio
  

Substance
  Reference 

after normalized
  

concentration
 × Creatinine 

creatinine
 =   Sample 

    Creatinine

Study data were analyzed on Analyse-it for Microsoft Excel 
(Analyse-it Software, Ltd, The Tannery, 91 Kirkstall Road, Leeds, 
United Kingdom). In addition, positivity rates before and after 
creatinine normalization were compared using the Pearson 
Chi-square Test on SPSS 22.0 package program (IBM Corp., Ar-
monk, NY, USA).

Results
Over 3.5 years, a total of 21,927 urine samples were accepted 
to the laboratory for drug screening, with 350,832 tests (16 pa-

rameters for each urine sample) performed. 91% (n=19,958) 
were men, and the median age was 31 years (min-max, 17–
68). The overall positivity rate was 21.2% (n=4,652).

1.6% (n=343) of urine samples were categorized as “diluted”. 
Of these, 84.5% (n=290) were from men, and the median age 
was 32 years (min-max, 19–68). When the drug screening re-
sults were examined, 61.5% (n=211) tested negative for all 
substances (<LOQ), while 23.3% (n=80) tested positive for at 
least one substance (>cut-off), and 15.2% (n=52) had sub-
stance concentration(s) above LOQ and below cut-off (Table 
3). The most frequently detected substances in diluted urine 
samples were amphetamine and methamphetamine.

After creatinine normalization, the sample positivity rate 
was achieved from 23.3% (n=80) to 33.8% (n=116) (p<0.001), 
and the substance positivity rate was increased from 2.3% 
(n=125) to 3.9% (n=212) (p<0.001) in diluted urine samples 
(Table 4, Fig. 1). As a result, 69.2% (n=36) of the samples with 
substance concentrations above the LOQ and below the 
cut-off became positive.

Discussion
In most drug analysis laboratories, creatinine measure-
ment is a standard component of urine integrity testing. 
Urine samples with creatinine levels between 5–20 mg/dL 
are classified as diluted, and it is advisable to report results 
from these samples [5]. This approach helps to avoid both 

Table 1. Method validation results

Substances Linear range Precision Accuracy 
 (ng/mL) (RSD%) (Bias%)

Amphetamine  5–2000 3.97 15.07
Methamphetamine 5–2000 2.4 15.1
MDMA  5–2000 1.91 –3.07
Benzoylecgonine 1–2000 0.33 9.37
THC-COOH 5–200 1.75 –1.25
Morphine 25–2000 1.31 2.1
Codeine 25–2000 0.79 5.39
6-MAM 5–500 0.87 0.35
Diazepam 12.5–500 2.7 –0.92
Clonazepam 25–500 2.25 –0.29
Lorazepam 12.5–500 2.33 1.16
JWH-18 6.25–100 2.23 –11.31

RSD% and bias% values less than 20% were acceptable. RSD: Relative standard 
deviation; MDMA: 3,4-methylenedioxymethamphetamine; THC-COOH: 11-Nor-9-
carboxy-Δ9-tetrahydrocannabinol; 6-MAM: 6-monoacetylmorphine.

Table 2. Substances screened in drug screening analysis and 
their LOQ and cut-off values

 Substance  LOQ Cut-off 
 (ng/mL) (ng/mL)*

Amphetamine  1.5  250
Methamphetamine 1.8  250
MDMA  1.32  250
Benzoylecgonine 2.34  150
THC-COOH 1.65  15
Morphine** 11.02  300
Codeine** 4.69  300
6-MAM 2.24  10
Diazepam 2.89  300
Clonazepam 8.13  300
Lorazepam 6.5  300
AB PINACA 1.31  10
AB FUBINACA 1.27  10
UR-144 1.38  10
AM-2201 1.21  10
JWH-18 1.35  10

*: The used cut-off values were taken from "Standard Drug Testing Cut-Off 
Levels from SAMHSA Certified Labs"; **: For morphine and codeine, the cut-
off values were lowered to 300 ng/mL [16]. LOQ: Limit of Quantitation; MDMA: 
3,4-methylenedioxymethamphetamine; THC-COOH: 11-Nor-9-carboxy-Δ9-
tetrahydrocannabinol; 6-MAM: 6-monoacetylmorphine.
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wasted time and the possibility of missing a positive result 
with potential forensic implications.

Consuming a large volume of water and using diuretics 
can dilute urine, providing a simple way to obtain a test 
result below the cut-off concentration [3]. Attempts to di-
lute urine before substance analyses are common, even 
when chain of custody is applied. In this study, despite the 
chain of custody, the prevalence of diluted urine was 1.6% 
(n=343). However, despite the number of attempts, cheat-
ing on drug tests is not as straightforward as it may seem; 
most cheaters are apprehended, and, in fact, the majority 
of diluted urine samples still tested positive [17, 18]. In this 
study, 23.3% of diluted urine samples tested positive for at 
least one substance (>cut-off value). However, the presence 
of substance concentration(s) above the LOQ and below 
the cut-off was observed in 15.2%. Such a result could be a 
"true negative" or a "false negative."

One approach to reducing the false negative rate in urine 
drug analysis programs has used lower screening and con-
firmation cut-off concentrations (e.g., LOQ) for diluted urine 
samples instead of administrative cut-offs. In this context, 
the Correctional Services Canada (CSC) program accepts 
cut-off values of amphetamine 100 ng/mL, benzoylecgo-

nine 150 ng/mL, opiates 120 ng/mL, and cannabinoids 20 
ng/mL for diluted urine samples [19]. Fraser and Zamec-
nik reported that 25.9% (n=2054) of 7912 diluted urine 
samples were positive according to SAMHSA cut-off con-
centrations. When the same samples were evaluated with 
lower cut-off concentrations defined by CSC, the positivity 
rate increased to 39.9% (n=3154). This study by Fraser and 
Zamecnik showed that the false negative screening rate in 
diluted urine samples can be effectively reduced by using 
lower cut-off concentrations [19, 20]. However, there is still 
no worldwide consensus on cut-off values. Therefore, low-
ering cut-off values for diluted urine samples is challenging.

There are several studies examining the applicability of 
creatinine normalization for drug analysis in diluted urine 
samples [11–14]. Athletic organizations and pain man-
agement programs employ creatinine normalization of 
urinary drug concentrations to account for dehydration, 
overhydration, and variations in glomerular filtration rate. 
However, similar procedures have not yet been adopted by 
other drug analysis programs.

In this study, the creatinine normalization procedure was 
applied and 32 of 52 urine samples with substance concen-
trations above the LOQ and below the cut-off became pos-

Table 3. Positivity and negativity rates of total and diluted urine samples

    Total urine sample   Diluted urine sample

   n  % n  %

Sample 21927  100 343  1.6
 Negative samples (<cut-off) 17275  78.8 263  76.7
  Negative samples (<LOQ) 15112  68.9 211  61.5
  Negative samples (>LOQ and <cut-off) 2163  9.9 52  15.2
 Positive samples (>cut-off) 4652  21.2 80  23.3
Substance 350832  100 5488  1.6
 Negative substances (<cut-off) 339528  96.8 5363  97.7
  Negative substances (<LOQ) 304808  86.9 5235  95.4
  Negative substances (>LOQ and <cut-off) 34720  9.9 128  2.3
 Positive substances (>cut-off)  11304  3.2 125  2.3

LOQ: Limit of Quantitation.

Table 4. The effect of creatinine normalization on positivity rates of diluted urine samples

  Before creatinine   After creatinine  p 
  normalization   normalization

 n  % n  %

Negative samples (>LOQ and <cut-off) 52  15.2 16  4.7 <0.001
Positive samples (>cut-off) 80  23.3 116  33.8
Negative substances (>LOQ and <cut-off) 128  2.3 41  0.7 <0.001
Positive substances (>cut-off) 125  2.3 212  3.9

The positivity rates before and after creatinine normalization were compared with Pearson Chi-square Test. LOQ: Limit of Quantitation.
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itive. This increased the positivity rate from 23.3% to 33.8%. 
The creatinine normalization approach seems to be poten-
tially beneficial to decrease the possibility of false-negative 
results in diluted urine samples. Across diluted positive sam-
ples, the highest positivity rate was for methamphetamine 
and amphetamine. Methamphetamine abuse is growing, 
and it is the most commonly used substance in the last two 
years in Middle Anatolia in Türkiye [21].

There are a few points to consider in this application. Urine 
water content varies according to fluid intake throughout 
the day. Therefore, the analyte/creatinine ratio is a common 
approach used to normalize analyte levels in random spot 
urine samples, as it helps to account for variations in urine 
concentration (such as urine protein/creatinine, albumin/
creatinine, cortisol/creatinine ratios). The use of analyte/
creatinine ratios is indeed preferred over absolute analyte 
concentrations alone [22, 23]. In healthy individuals, the 
analyte/creatinine ratio is a reasonable way to account for 
variations in urine concentration. Nevertheless, in the pres-
ence of conditions, such as tubular dysfunction, that could 
potentially alter (decrease or increase) the renal excretion of 
the substance and/or creatinine, the accuracy of the creati-
nine normalization approach could be compromised. There-
fore, information on "chronic diseases" should be requested 
for each sample. Furthermore, creatinine normalization is 
applicable only in laboratories using quantitative screening 
methods. Semi-quantitative methods, such as immunoas-
says, do not incorporate this application.

The Jaffe method, widely preferred for creatinine measure-
ment similar to our study, is not specific to creatinine and may 
be affected by various interferences. Interference from biliru-
bin, glucose, protein, ketone bodies, and cephalosporins is 
notable. Bilirubin causes negative interference, while the 
others cause positive interference, potentially measuring 
values up to 25% higher than the true value. Although kinetic 
measurements can largely mitigate this effect, interferences 

stemming from alpha-ketoacids may persist, particularly af-
fecting low creatinine levels (e.g., diluted urine samples) [24]. 
Therefore, it will be particularly important to choose more 
reliable methods for the creatinine normalization approach. 
Enzymatic-based methods may enhance measurement 
specificity, while the development of techniques for simulta-
neous creatinine and substance measurement on LC-MS/MS 
could offer a promising approach.

We recommend that an approach should be chosen accord-
ing to the reason for requesting drug screening. A creatinine 
normalization approach is preferable in cases under follow-
up, such as probation. However, even if creatinine normal-
ization is not applied, laboratory specialists should report 
absolute analyte concentrations together with creatinine 
values in their reports and interpret the results more care-
fully. When a negative result is detected in a diluted urine 
sample, "diluted urine sample" information should be added 
to the laboratory report, and the interpretation of the analy-
sis result should be left to the authority requesting the test. 
In addition, these samples should be kept for the legal stor-
age period even if they are negative [21, 25].

The strength of our study is the large number of samples. 
However, a limitation is that the screening panel had to be re-
stricted to only 16 substances due to the large daily flow of 
samples, which would be very time-consuming and trouble-
some if included in a wide variety of drugs/substances.

Conclusion
In conclusion, precautions should be taken to avoid report-
ing false negative results in diluted urine samples. The creati-
nine normalization approach, for the samples with substance 
concentrations between the LOQ and cut-off values, may be 
applied. However, more laboratory-cooperated studies are 
needed to enable routine application.

Figure 1. Change in positivity rates of diluted urine samples after creatinine normalization.
LOQ: Limit of Quantitation.
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Cancer, characterized by uncontrolled cell growth, remains 
a significant concern worldwide [1]. Prostate cancer (PCa) 

specifically targets the walnut-shaped prostate gland in the 
male reproductive system [2]. It stands as one of the most 
commonly diagnosed cancers among men and a leading 

cause of global cancer-related deaths [3]. The incidence of PCa 
has surged in recent years, with an estimated increase of 1 in 
every 52 males aged 50 to 59 [4, 5]. 1.4 million new cases were 
documented in 2020 [6]. Incidence rates for PCa vary among 
different populations and regions. Men from Europe, Latin 

Prostate cancer (PCa) is a major cause of cancer-related mortality worldwide, with a rising incidence observed over 
the years. The androgen receptor (AR) signaling pathway plays a pivotal role in male development and maintaining 
masculine characteristics. Dysregulation of AR signaling in PCa can lead to disease progression and resistance to 
standard therapies. Understanding the intricate regulation and function of AR in both healthy and diseased states 
is crucial for developing effective treatment strategies. This review comprehensively explores the role of androgen 
receptors in PCa susceptibility, disease progression, and treatment response by analyzing recent literature. An exten-
sive search of peer-reviewed publications in major databases, including PubMed, Scopus, and Web of Science, was 
conducted using specific keywords related to androgen receptor, prostate cancer, disease progression, and treat-
ment resistance. Relevant conference abstracts and clinical trial reports were also included. The review presents an 
overview of the role of androgen receptors in PCa initiation, progression, and treatment resistance. It also highlights 
the role of SPOP as an emerging biomarker associated with AR signaling dysregulation and their potential utility for 
early detection and personalized treatment approaches. Additionally, recent advances in targeting the AR pathway 
for novel therapeutic strategies to improve patient outcomes and overcome treatment resistance in advanced PCa 
are discussed. The findings contribute to a comprehensive understanding of the AR signaling pathway in PCa and 
offer insights into its multifaceted role in disease development and treatment response. They may pave the way for 
innovative therapeutic interventions and precision medicine approaches based on specific AR signaling profiles, 
enhancing patient care and reducing the burden of this lethal disease.
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America, the Caribbean, and Northern America exhibit higher 
incidence rates but lower mortality compared to those from 
Africa and Asia, where incidence rates are lower yet PCa mor-
tality rates are higher [6, 7]. Disparities in PCa incidence and 
mortality could stem from geographic and racial factors, as 
well as environmental influences, genetic variations, advance-
ments in diagnostic tests, access to healthcare, and disease 
awareness [8]. Family history, black ethnicity, and aging are 
the main risk factors for PCa. To gain a more comprehensive 
understanding of prostate cancer's natural history and true 
prevalence, more extensive studies are imperative [9].

Over time, the prostate-specific antigen (PSA) test has been 
used to diagnose PCa. However, PSA is not specific to prostate 
cancer; elevated PSA levels might indicate non-cancerous con-
ditions, like prostatitis. Yet, there is a need for precise biomarkers 
for early PCa detection. A digital rectal exam is conducted along-
side the PSA test to strengthen the diagnosis. Technological ad-
vancements have led to innovative methods for detecting and 
managing PCa. Sophisticated imaging techniques, including 
magnetic resonance imaging (MRI), have significantly improved 
diagnostic precision, enabling earlier detection of the disease 
[9, 10]. Prostate cancer cases are predicted to rise as a result of 
technological advancements in diagnostic and screening tests.

The intricate process of cancer development is influenced 
by various genetic abnormalities, with individuals bearing 
tumors often exhibiting more genetic mutations [10–12]. 
Prostate cancer (PCa) is intensively associated with abnormal-
ities in androgen receptor (AR) activity [11]. AR is responsible 
for the development and maintenance of male genitals. In 
PCa, the expression of AR is significantly increased, promoting 
the growth and survival of cancerous cells. Research indicates 
inhibition of AR signals hinders prostate cancer cell prolifera-
tion [12, 13]. Thus, androgen deprivation therapy (ADT) was 
developed. It is a common treatment for PCa patients [14]. It 
reduces the levels of AR-ligand interration, thus eliminating/
reducing the activity of AR. However, many PCa cells eventu-
ally resist ADT and develop what is known as castration-resis-
tant prostate cancer (CRPC). Recent research has focused on 
targeting AR rather than its ligand. Some approaches involve 
suppressing AR signaling pathways and developing AR antag-
onists. Moreover, studies highlight AR's interactions with other 
pathways, like the PI3K/Akt pathway, suggesting a potential 
target for PCa treatment. This review aims to outline AR's role 
in PCa susceptibility, diagnosis, and treatment, highlighting 
potential therapeutic targets for PCa [15]. Additionally, we 
provided an overview of androgen and androgen receptor 
signaling pathways to help readers comprehend the object.

Methodology and search strategy
We extensively searched various reputable databases, such 
as Google Scholar, PubMed, Scopus, and WOS, for relevant lit-
erature to compile this review. We employed specific search 
terms like "androgen receptors" or "androgen deprivation 

therapy" alongside "prostate cancer susceptibility," "prostate 
cancer progression," or "prostate cancer treatment." The search 
included literature until February 2023. The search terms were 
tailored to fit each database's unique features. Articles, the-
ses, and dissertations that report quantitative insights into an-
drogen receptor functions in prostate cancer, as well as infor-
mation about prostate cancer susceptibility, progression, or 
treatment, were included. Non-English publications and those 
not adhering to the conclusion criteria were excluded. Two re-
viewers (S.Z and E.C.A) independently screened the retrieved 
articles by assessing titles and abstracts, followed by detailed 
scrutiny of the full-text versions. Discrepancies between re-
viewers were resolved through a third reviewer (O.O.O).

For efficient comparison and interpretation of findings, we 
categorized samples into three groups based on information 
included: (1) PCa susceptibility; (2) PCa progression; and (3) 
PCa treatment. Moreover, to improve the grasping of various 
mechanisms of AR in PCa, we visually presented these mecha-
nisms using data visualization tools such as Cloud SmartDraw 
and BioRender platforms.

Results and Discussion
We conducted a thorough review of the literature for studies, 
theses, and dissertations that reported information on the 
roles of AR in PCa. Our review highlights the contribution that 
AR plays in PCa susceptibility, progression, and treatment.

Brief history of androgen receptor (AR)
Androgen receptors are ubiquitous ligand-dependent tran-
scription factors and are found across various target tissues. 
AR activity and levels change during certain cellular pro-
cesses, such as malignant transformation and sexual devel-
opment [16]. The earliest proof of androgen receptors came 
from research on the effects of androgens on the reproductive 
system conducted in the 1930s and 1940s. Researchers began 
investigating the androgens' mode of action in the 1950s and 
1960s. In 1958, a group at the University of Illinois under the 
direction of Paul Zamboni discovered that androgens encour-
age the development of the prostate gland in rats, postulating 
that androgens exert their effects by interacting with certain 
cell receptors. The AR was independently identified and char-
acterized by three researchers in the late 1960s: Ian Mainwar-
ing, Nicholas Bruchovsky, and Shutsung Liao [17]. After eight 
years, a team at the University of Chicago under the direction 
of Elwood Jensen identified androgen receptors in rat prostate 
tissue. The receptors were discovered to be androgen-specific 
and to have a strong affinity for testosterone. This finding 
opened the door for understanding the role of androgens and 
AR in the male reproductive system [18].

AR family members
The androgen receptor (AR), glucocorticoid receptor (GR), and 
progesterone receptor (PR) are transcription factors that be-
long to the nuclear receptor superfamily. They control gene ex-
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pression in response to a hormone binding to its receptor. Each 
of these receptors has distinct functions and is activated by dif-
ferent hormones. AR is a protein that functions as an intracellu-
lar transcriptional factor. It is activated mainly by testosterone 
and dihydrotestosterone (DHT). Activated AR initiates sequen-
tial conformational changes in its structure, affecting receptor-
protein and receptor-DNA interactions [19–21]. GR is activated 
by the hormone cortisol and mediates the effects of glucocorti-
coids in cells [22]. PR is activated by the hormone progesterone 
and functions in the reproductive system of females and mam-
mary glands. PR is necessary for ovulation, implantation of the 
fertilized egg, and the maintenance of pregnancy [23]. These 
receptors play a role in many other physiological processes, 
including bone density, and immunological function. Dereg-
ulation of these receptors has been linked to several diseases, 
including cancer and autoimmune disorders [22].

AR structure
Androgens exert their effects through the binding to Andro-
gen receptor (AR) [24, 25]. AR belongs to the superfamily of 
nuclear hormone and steroid receptors, including glucocor-
ticoids, mineralocorticoids, progesterone, estrogens, and 
vitamin D. Steroid receptors, including the AR, have three 
functional domains: an NH2-terminal domain (NTD) that con-
tains the transcriptional activation function 1 (AF-1), a central 
DNA-binding domain (DBD) linked to a hinge region, and a 
COOH-terminal ligand-binding domain (LBD), which is linked 
to the DBD by a hinge region and contains the transcriptional 
activation function 2 (AF-2) [26, 27]. The AR gene is situated on 
Xq11-12 and creates a protein that weighs 110 kDa and has 
920 amino acids [28]. The AR gene consists of eight exons, with 

exon 1 encoding the NTD, exons 2–3 encoding the DBD, exon 4 
encoding the HR, and exons 5–8 encoding the LBD as shown in 
(Fig. 1). This ligand-dependent transcription factor controls the 
expression of genes that are involved in the growth and dif-
ferentiation of the prostate gland [29]. Family members differ 
in the amino-terminal domain and the hinge region that joins 
the core DBD to the C-terminal ligand-binding domain [30].

The NH2-terminal domain: About half of the receptor's 919 
amino acid core sequence is taken up by the NTD, which ranges 
from amino acids 1 to 559 [31]. The AR-NTD differs most from 
other members of the steroid receptor family in terms of amino 
acid variability, sharing less than 15% of its amino acid sequence 
with those of other steroid receptor-NTDs. It produces the AF-
1, which has the Tau1 and Tau5 transcriptional activation units 
(Tau). When the AR-LBD is removed, the Tau5 area (amino acids 
360–528) exhibits constitutive transcription of the AR-NTD 
without the need for ligands, whereas the Tau1 region (amino 
acids 141–338) is necessary for ligand-dependent transactiva-
tion of the AR [28]. Tau-5 is a signal-dependent transactivation 
site, in contrast to Tau-1, and is activated by signaling events 
from the protein kinase C related kinase (PRK-1). Other steroid 
receptor-NTDs do not have the three distinct homo-polymeric 
amino acid repeats found in the AR-NTD. There are three types 
of repeats: poly-glutamine (poly-Q), poly-proline (poly-P), and 
poly-glycine (poly-G). The poly-P tract is 9 residues long and 
begins at amino acid 327. The poly-glycine tract is 24 residues 
long and begins at amino acid 449. The poly-Q tract is found at 
amino acid 59 and has a usual range of 17–29 residues. Although 
the particular relevance of these three repetitions is unknown, 
the poly-Q tract has been the subject of intense study to under-

Figure 1. Androgen receptor gene and protein.
AR: Androgen receptor; AF-1: Activation function 1; DBD: DNA-binding domain; LBD: Ligand-binding domain; H: Hinge region; NLS: Nuclear localization signal; NES: 
Nuclear export signal.
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stand its involvement in AR activity. It has been demonstrated 
that the length of the poly-Q tract and AR transcriptional activ-
ity are inversely correlated. The AR-poly-Q tract's length may 
also affect how directly AR interacts with its co-regulatory pro-
teins, which control AR-mediated transcription. Shortening the 
poly-Q tract of AR to 17 amino acids or less, as was described 
earlier, has been linked to an increased risk of prostate cancer. 
The AR-NTD is appealing for AR-specific protein interactions 
due to its distinctive sequences and characteristics, which may 
be crucial for guiding AR-specific responses. Finding novel pro-
tein partners that interact with the AR-NTD may help to clarify 
the process by which cells are able to respond to androgenic 
ligands in an AR-specific manner. In the reverse yeast two-hy-
brid system (RTA), our group has discovered a number of novel 
AR-NTD interacting proteins by using the N-terminus of AR as 
bait. An example of these proteins is the TATA binding protein 
Associated Factor 1 (TAF1).

The central DNA-binding domain and hinge region: The 
DBD and hinge region of the AR are respectively comprised of 
amino acids 560–623 and 624–676. These areas perform a va-
riety of tasks, such as dimerization of active AR molecules, nu-
clear localization of activated receptors, and binding to DNA at 
consensus sequences in the promoter/enhancer region of AR-
regulated genes [32]. Moreover, the DBD of AR interacts with 
potential transcriptional co-regulators as well as proteins that 
make up the basic transcriptional apparatus. It is important for 
the dimerization of AR and the binding of dimerized AR to cer-
tain DNA patterns. The cysteine residues in this domain, which 
promote the development of two zinc finger motifs, contrib-
ute to these DBD activities [28]. Two conserved zinc finger mo-
tifs in the DBD of the AR and other steroid receptors interact 
with DNA regulatory regions. These DNA sequences in the 
promoters of androgen-regulated genes are referred to as an-
drogen response elements (ARE) for AR. Inverted palindromic 
sequences with two half-sites and a 3-nucleotide spacer (5'-
GGA/TACAnnnTGTTCT-3') make up the ARE. Whereas the sec-
ond zinc finger of the DBD stabilizes receptor-DNA connec-
tions, the first NH2-terminal zinc finger of the DBD is in charge 
of detecting ARE sequences and selectively binding to AREs 
in the main groove of DNA. The AR-second DBD's zinc finger 
may have an impact on how well the receptor binds to AR-
specific ARE. Nuclear localization sequence (NLS) (amino acids 
613–633) found in the hinge region of the AR directs the acti-
vated receptor to the nucleus. The bipartite NLS is made up of 
two basic amino acid clusters spaced apart by ten amino acids. 
Because of the disruption caused by Lys-to-Ala mutations of 
these residues, the hinge region's lysine residues (K630, 632, 
and 633) that are acetylated during receptor activation are 
thought to be crucial for nuclear translocation [33].

The Ligand Binding Domain: The ligand binding domain (LBD) 
of AR is a region within the AR protein that is responsible for 
binding to androgens, which are hormones that play a key role 
in the development and maintenance of male characteristics 
[34]. The LBD is located at the C-terminus of the AR protein and 

is composed of several structural elements, including 12 alpha-
helices and several beta-strands. The LBD of AR, which consists 
of amino acids 616–919, includes a hydrophobic pocket that 
accepts androgenic ligands such as DHT and testosterone. 
The LBD is well conserved among different species such as hu-
man, rat, and mouse, with degrees of homology ranging from 
20–55% with LBDs of other members of the steroid receptor 
family. When an androgen hormone binds to the LBD of the 
AR, it causes a conformational change in the receptor, which 
allows it to translocate to the nucleus of the cell and bind to 
androgen response elements (AREs) on DNA (Fig. 2).

This binding leads to the activation of target genes involved in 
the regulation of a wide range of physiological processes, in-
cluding male sexual development, muscle growth, and bone 
density. The AR-LBD is particularly critical for prostate cancer 
because it is the main target of current androgen depriva-
tion therapies. Despite the availability of potent androgen 
antagonists in clinics, mutations in the AR-LBD can result in 
the improper activation of AR by non-androgenic substances, 
leading to ligand-binding promiscuity. Over 30% of prostate 
cancers possess AR mutations, and several AR variants have 
been discovered that lack receptor specificity in the absence 
of traditional ligands. The majority of mutations in the AR af-
fect the ligand binding pocket and are found in three primary 
regions of the LBD, specifically amino acids 670–678, 710–730, 
and 874–910 [30]. The most frequently observed variants in 
tumors are T877A, T877S, and H874Y. The T877A mutation is 

Figure 2. Structure of AR bound to DHT.
AR: Androgen receptor; DHT: Dihydrotestosterone.
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particularly well-known as it is found in the LNCaP human PCa 
cell line, as well as cases of advanced prostate cancer. Overall, 
these mutations make the receptor more sensitive to adrenal 
androgens or other steroid hormones compared to the wild 
type AR. This may be due to the recruitment of various co-acti-
vators, which enable the AR to bind other steroid ligands, and 
allow antagonists to act as agonists to activate the AR in an 
androgen-depleted environment [29].

AR signaling
The androgen receptor (AR) plays a vital role in the development 
and maintenance of male characteristics, including the devel-
opment of male reproductive organs, the growth of muscle and 
bone mass, and the deepening of the voice during puberty. In 
addition, AR has been shown to play a role in the growth and 
function of other tissues, such as the skin, hair follicles, immune 
system, and brain. AR has been implicated in the development 
of certain diseases, including prostate cancer [22, 35].

The AR signaling pathway (Fig. 3) is a complex process that in-
volves multiple steps and regulatory factors. AR is found in the 
cytoplasm, bound by several cochaperones, such as HSP90 
and HSP70/HSC70, which maintain receptor conformation 
and prevent its degradation. When androgens bind to the AR, 
the receptor undergoes a conformational change, dissociates 
from HSP90, and translocates to the nucleus [36]. The AR sub-
sequently attaches to motor and transport proteins, such as 
dynein and importin-α/-β, which recognize the nuclear localiza-
tion signal of the AR and facilitate the AR complex's translocation 

to the nucleus. Once in the nucleus, the AR dimerizes with an-
other AR molecule and binds to specific regions of DNA known 
as androgen response elements (AREs), which are located in the 
promoters of androgen-responsive genes. The binding of the AR 
to AREs initiates a cascade of events that result in the transcrip-
tion of androgen-responsive genes. This process is regulated by 
several co-regulators, including co-activators and co-repressors, 
which can modulate the activity of the AR by either enhancing 
or inhibiting its transcriptional activity [24, 37, 38].

AR signaling is also subject to crosstalk with other signal-
ing pathways such as the PI3K/AKT pathway, Wnt/β-catenin 
pathway, MAPK/ERK pathway, Hedgehog pathway, and Notch 
pathway [39].

Biosynthesis of androgens
Androgens are a group of steroid hormones crucial for the 
development, differentiation, and maintenance of the male 
reproductive system [35]. The androgens include testos-
terone, androstenedione, dehydroepiandrosterone (DHEA), 
DHEA sulfate (DHEA-S), and dihydrotestosterone (DHT). An-
drostenedione serves as a precursor for both testosterone, the 
male hormone, and estrogen, the female hormone. Testos-
terone and DHT affect male genital organs via the androgen 
receptor (AR) [40]. The testis and adrenal glands synthesize all 
androgens from cholesterol [35].

Concentrating on Leydig cells, they synthesize testosterone 
under the control of the pituitary gonadotropin LH. Once LH 
binds to its receptor on Leydig cells, it activates the cAMP/
PKA pathway. This pathway leads to the activation of several 
enzymes involved in testosterone synthesis. Moreover, LH 
regulates the expression of several genes involved in choles-
terol biosynthesis and uptake, such as HMG-CoA reductase, 
HSL, and ACAT [41].

Leydig cells could either de novo synthesize cholesterol or use 
stored cholesterol ester to produce testosterone. Cholesterol 
is first converted to pregnenolone by the enzyme CYP11A1. 
Pregnenolone is then converted to progesterone by the en-
zyme 3β-HSD. Progesterone is then converted to androstene-
dione by the enzyme CYP17A1. Finally, androstenedione is 
converted to testosterone by the enzyme 17β-HSD (Fig. 4) [41].

Androgen-binding proteins, such as sex hormone-binding 
globulin (SHBG), are carrier proteins that transport androgens 
like testosterone and dihydrotestosterone into the bloodstream. 
They attach to these androgens to move them through the 
bloodstream, and most circulating androgens (98%) are bound 
to these transport proteins [31]. This bound fraction of andro-
gens is reversible and can be released from the protein binding 
sites as needed to exert their biological effects in target tissues. 
The binding of androgens to transport proteins is an important 
mechanism for regulating their distribution and availability in 
the body, and alterations in the levels of these transport proteins 
can have significant effects on androgen bioactivity.

Figure 3. Androgen signaling pathway.
DHT: Dihydrotestosterone.
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In males, androgen-binding proteins transport androgens in 
the testis and epididymis, vasa deferentia, seminal vesicles, 
and ejaculatory ducts. These structures are androgen-sensitive 
tissues that respond to testosterone during fetal development 
and at puberty [42, 43]. However, the effect of testosterone 
and DHT differs in various tissues. For instance, DHT binds to 
the AR with higher affinity than testosterone in certain tissues, 
such as the prostate gland, scrotum, urethra, and penis [31].

Association of genetic variation with PCa sus-
ceptibility
Genetics, alongside lifestyle and environmental factors, sig-
nificantly influence prostate cancer susceptibility [44]. Fac-
tors such as family history and specific ethnic backgrounds 
increase the likelihood of developing prostate cancer. It is 
estimated that hereditary factors contribute to about 5–15% 
of prostate cancer cases. Alterations in the androgen receptor 
(AR) play a pivotal role in prostate cancer development. Stud-
ies indicate that genetic variations in the AR gene heighten 
the risk of prostate cancer. These variations can modify AR 
function, intensify its activity, and subsequently elevate the 
risk of prostate cancer development. Investigations into poly-
morphisms in androgen-related genes have revealed that vari-
ations in the androgen receptor impact prostate cancer risk 
[45]. A specific polymorphism sequence involves CAG repeats 
encoding polyglutamine found in the first exon of AR, respon-
sible for the N-terminal domain crucial for transactivational 
regulation. The length of CAG repeats varies across racial/eth-

nic groups, with white individuals typically exhibiting longer 
repeats compared to African-Americans [46]. Longer CAG re-
peats are associated with androgen insensitivity syndrome, 
while shorter repeats correlate with heightened AR transcrip-
tional activity and an increased risk of prostate cancer.

Notably, certain other genetic mutations, including those in 
mismatch repair genes (MMR, MLH1, MSH2, MSH6, and PMS2) 
and homologous recombination genes (BRCA1/2, ATM, PALB2, 
and CHEK2), are frequently associated with prostate cancer 
susceptibility [47, 48]. Additionally, mutations in BRCA1 and 
BRCA2 genes are established risk factors not only for prostate 
cancer but also for breast and ovarian cancer. Although mu-
tations in HOXB13, BRP1, NSB1, RNASEL, and MSR1 genes are 
linked to prostate cancer development, further research is 
imperative [49]. Understanding the genetic underpinnings of 
prostate cancer has facilitated the development of genetic test-
ing to identify high-risk individuals [50]. This testing empowers 
at-risk individuals to take proactive measures such as routine 
screening and lifestyle adjustments to mitigate their risk.

Crosstalk between AR and other pathways
The androgen receptor (AR) orchestrates gene expression 
linked to cell proliferation, differentiation, and survival. Yet, 
its signaling pathway doesn't operate in isolation; it fre-
quently intersects with other pathways, shaping AR activ-
ity and influencing prostate cancer development. Multiple 
pathways engage in cross-talk with AR signaling, namely 

Figure 4. Androgen biosynthesis.
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the PI3K/AKT, Wnt/β-catenin, MAPK/ERK, SRC, IL-6/STAT3, 
Hedgehog, and Notch pathways. Activation of these path-
ways follows genomic changes in PCa, bolstering tumor 
growth, genotype-phenotype connections, and responses 
to the tumor microenvironment. These active signals trigger 
epithelial-mesenchymal transition (EMT), cancer stem cell 
(CSC)-like characteristics, and neuroendocrine differentia-
tion (NED), impacting PCa behavior [51].

Phosphatidylinositol 3-kinase (PI3K) is an essential enzyme 
for cellular processes like cell division,growth, and prolifera-
tion. The intricate interplay between AR and hosphatidylinos-
itol 3-kinase (PI3K)signaling revealed synergistic suppression 
when both pathways were inhibited, leading to reduced pro-
staticcell proliferation and enhanced apoptosis [52]. Of note, 
the AR-driven metabolic program hinges on mTORpathway 
activation [39].The PI3K/AKT/mTOR pathway governs cell-cy-
cle regulation. Impairment of this pathway has contributedto 
20–40% of PCa and 50% of metastatic castration-resistant PCa 
[53]. The PI3K enzyme converts PIP2 (phosphatidylinositol-
(4,5)-bisphosphate) into PIP3 (phosphatidylinositol(3,4,5)-t-
riphosphate). PIP3 attractsproteins with pleckstrin homology 
domains to the cell membrane, including AKT kinase, and 
activates it.Then, the activated AKT moves to the cell nucleus 
and triggers downstream pathways, such as mTOR. mTORsig-
naling is involved in angiogenesis, growth, migration, cell di-
vision, and survival. After that, PTEN acts asnegative feedback, 
removes phosphate from PIP3, and converts it back to PIP2. 
Dysregulation of PTEN--either by bi-allelic loss or hotspot mu-
tations--or PIK3CA/B mutations, amplifications, and activating 
fusionsor AKT activating mutations, often triggers hyperactiv-
ity in this pathway, promoting prostate cancerdevelopment 
and progression. An in vitro study showed mutual feedback 
mechanisms betweenPI3K/AKT/mTOR and AR signaling: when 
deleting PTEN, the PI3K/AKT/mTOR pathway is eitherupregu-
lated leading to downregulation of AR, or the opposite [53].

Interactions between AR and CDK/pRb drive cell cycle progres-
sion, presenting a promising therapeutic strategy in prostate 
cancer (PCa), particularly with combined AR and CDK4/6 inhi-
bition, AR regulates the cell cycle and G1-S phase transition, 
enhancing CDK activity and inactivating pRb [52]. Additionally, 
in yeast and mammalian two-hybrid tests, β-catenin directly 
interacts with AR. The interaction sites were found in the AR's 
LBD and β-catenin's armadillo repeats. This interaction modi-
fies transcriptional signaling of the p160 coactivator transcrip-
tional mediators/intermediary factor 2 (TIF2) and NTD. In the 
absence of androgen, β-catenin primarily resides in the cyto-
plasm, while in the presence of DHT, it co-localizes with AR in 
the nucleus. This translocation seems unique to AR, as other 
liganded receptors fail to move β-catenin into the nucleus. 
Moreover, the presence of agonist-bound AR is necessary for 
β-catenin translocation, indicated by the inability of AR antag-
onists like bicalutamide and hydroxyflutamide to facilitate this 
translocation. Notably, co-translocation of β-catenin and AR 
occurs independently of several pathways, including GSK3, 

p42/44 ERK/MAPK, and PI3K. E-cadherin expression in E-cad-
herin null PCa cells redistributes cytoplasmic β-catenin to the 
cell membrane and reduces AR signaling. Thus, the absence of 
E-cadherin increases β-catenin and AR signaling, contributing 
to PCa development and progression [54].

Studies using gene editing mouse models demonstrate Wn-
t/β-catenin signaling's oncogenic roles in CRPC proliferation 
maintenance, EMT and NED encouragement, and transition of 
stem cell-like properties to PCa cells. β-catenin enhances AR to 
advance CRPC, acting as a coactivator with mutant AR (W741C 
and T877A) and recruiting AR to specific promoter regions 
(Myc, cyclin D1, and PSA). Conversely, increased AR expression 
amplifies Wnt/β-catenin signaling's transcriptional activity. Ac-
tivation of SOX9 transcriptional factor facilitates Wnt/β-caten-
in-AR feedback signaling. Notably, AR possesses the capability 
to induce β-catenin translocation into the nucleus, whether in 
AR-expressing LNCaP cells or AR-lacking PC3 cells [51].

SPOP dysregulation as emerging biomarkers 
associated with AR signaling
Recent findings suggest that mutations in the speckle-type 
POZ protein (SPOP) gene significantly contribute to the de-
velopment and progression of prostate cancer [55]. SPOP 
operates as an E3-ubiquitin ligase. It mediates the proteaso-
mal breakdown of various substrate proteins, including the 
androgen receptor (AR). It has emerged as a key regulator 
of AR signaling, directly influencing AR protein stability and 
transcriptional activity by targeting it for ubiquitination and 
subsequent degradation. Notably, SPOP mutations occur pre-
dominantly in the substrate-binding MATH domain of SPOP 
[56]. Their impact on AR signaling varies based on context. In 
certain instances, SPOP mutations heighten AR protein stabil-
ity, increasing transcriptional activity and causing persistent 
androgen-dependent growth of PCa even in castration-resis-
tant prostate cancer (CRPC). Conversely, specific SPOP mu-
tations hinder AR binding, reducing AR protein stability and 
diminishing AR signaling. This intricate interplay between 
androgen receptor (AR) signaling and SPOP dysregulation is a 
critical aspect of prostate cancer pathogenesis [57].

Here are several ways in which AR signaling and SPOP dysreg-
ulation interact in prostate cancer:

1. AR protein stability and degradation: Mutations in SPOP's 
substrate-binding MATH domain disrupt its interaction with 
AR by impairing AR ubiquitination and increasing AR pro-
tein stability [57, 58]. This results in increased AR resistance 
to degradation and higher transcriptional activity, fostering 
abnormal cell growth and survival in prostate cancer.

2. AR-ARV interaction: SPOP dysregulation can influence 
the stability of AR variants (ARVs). ARVs are truncated 
forms of AR that lack the ligand-binding domain and are 
risk factors for castration-resistant prostate cancer (CRPC). 
Specific SPOP mutations target ARVs, enhancing ARV sta-
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bility and transcriptional activity [59]. This contributes to 
resistance to androgen deprivation therapy and the devel-
opment of CRPC.

3. Impact on other signaling pathways: Dysregulated 
SPOP can affect pathways intersecting with AR signaling, 
such as the phosphoinositide 3-kinase (PI3K) pathway. The 
interaction between SPOP and these signaling pathways 
could modulate AR signaling, impacting disease progres-
sion and treatment resistance.

4. SPOP-AR signaling feedback loop: Dysregulated AR activ-
ity due to SPOP mutations can drive the expression of genes 
linked to tumorigenesis and treatment resistance [60].

Understanding this intricate crosstalk between AR signaling 
and SPOP dysregulation is crucial for developing targeted 
therapies for prostate cancer. Targeting the AR signaling axis 
or restoring SPOP function holds therapeutic promise for 
treating SPOP-mutated prostate cancers or those with dysreg-
ulated AR signaling.

Targeting AR in prostate cancer
Androgen deprivation therapy (ADT): Androgen Depri-
vation Therapy (ADT) has been a standard treatment option 
for PCa for many years [36]. ADT slows the growth of PCa by 
reducing the levels of androgens, thus reducing AR activity, 
the main player in PCa development and progression [61]. 
Often, ADT is used alone or combined with radiation therapy 
or chemotherapy, depending on the stage and severity of the 
cancer. Despite its benefits in symptom alleviation and imped-
ing PCa spread, many patients start to develop resistance to 
the drug, leading to the development of castration-resistant 
prostate cancer (CRPC) [4, 33, 61, 62].

Over the past two decades, discoveries have revealed that AR 
signaling is responsible for tumor growth, even post-castration. 
This insight spawned novel hormonal drugs like Abiraterone, 
Enzalutamide, Darolutamide, and Apalutamide, designed to 
enhance anticancer activity [63]. Additionally, LHRH analogs, 
mostly administered via injection, are part of this therapeutic 
landscape. However, these treatments often have adverse ef-
fects like metabolic syndrome, cardiovascular risk, and cognitive 
and sexual symptoms, necessitating the quest for alternatives. 
One such development is Relugolix, an orally available nonpep-
tide LHRH antagonist. It competitively binds to and blocks the 
LHRH receptor in the pituitary gland, decreasing LH secretion 
and subsequently testosterone production in the testes.

The limitations of ADT therapies have moved recent research 
focuses to targeting AR rather than androgens in PCa, explor-
ing AR antagonists, interference with AR signal transduction, 
and second-generation anti-androgens and androgen re-
ceptor signaling inhibitors (ARSIs). These therapies, showing 
promise in clinical trials, especially in CRPC, aim to enhance 
outcomes for advanced PCa patients [36, 64].

Castration-resistant state
Castration-resistant state (CRPC) is developed when cancer 
cells gain the ability to grow in the absence of androgens. Sev-
eral mechanisms underlie this resistance, including AR gene 
mutations, increased levels of co-activators, or enhanced syn-
thesis of potent androgens like dihydrotestosterone [13]. Th-
ese mechanisms ultimately result in androgen-independent 
AR activation, conferring resistance to anti-androgen therapy 
such as flutamide, bicalutamide, and enzalutamide. The hy-
peractive AR in CRPC increases cell proliferation and survival, 
stemness, resistance to apoptosis (programmed cell death), 
and cell migration and invasion, leading to metastasis. Re-
search shows that the AR gene consistently up-regulates with 
over 80% of CRPCs having high nuclear AR and metastasis of 
cancer to the bone [65].

The shift from androgen dependence to a castration-resistant 
state involves molecular mechanisms divided into pathways 
that either bypass or operate through the AR receptor (Fig. 5). 
These pathways are not mutually exclusive and often coexist 
in castration-resistant prostate cancer. These pathways are in-
tricate and still not fully understood. Studies reported that, in 
the AR-bypass pathway, castration resistance can be reached 
by impacting apoptotic genes like PTEN and Bcl-2, which are 
downregulated, boosting cell survival. While in the AR-operat-
ing pathway, prostate cancer cells manage to survive via dysreg-
ulated cytokines, anomalies in receptor genetics or amplitude, 
autocrine synthesis of active androgens, altered co-activator 
expression, and the presence of alternatively spliced AR variants.

Early-stage disease can be managed with radical prostate-
ctomy or radiation ablation of the prostate gland [66]. How-
ever, once cancer cells spread beyond the prostate capsule, 
treatment becomes considerably more challenging. For pa-
tients where surgery is no longer an option—representing 
one-third of PCa patients—androgen withdrawal is used. An-
drogen ablation therapy eliminates hormones, preventing the 
growth-promoting effects of androgens, leading to cancer cell 
apoptosis and tumor regression. However, the average overall 
survival time is less than 2–3 years. While these therapies have 
significantly improved outcomes, their limitations necessitate 
exploring alternative strategies.

Androgen receptor signaling inhibitors (ARSIs): Androgen 
receptor signaling inhibitors (ARSIs) are a diverse class of med-
ications used to treat prostate cancer (PCa). These drugs inter-
fere with androgen receptor (AR) signaling, impacting tumor 
growth [27]. ARSIs operate through various mechanisms, not 
solely by blocking androgen receptors. They include:

1. Anti-androgens: These drugs impede androgen binding 
to receptors, hindering cancer cell growth. Examples in-
clude bicalutamide, flutamide, and nilutamide.

2. GnRH agonists: These drugs suppress gonadotropin-re-
leasing hormone (GnRH), lowering testicular androgen 
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production and slowing prostate cancer growth. Notable 
examples are leuprolide and goserelin.

3. CYP17 inhibitors: These drugs target the enzyme CYP17, 
disrupting androgen synthesis in both adrenal glands and 
prostate cancer cells. An example is abiraterone acetate.

4. Androgen receptor antagonists: These drugs directly im-
pede androgen receptor activity, curbing prostate cancer 
cell growth. Examples include enzalutamide and apalu-
tamide.

These drugs could be used alone or in combination with other 
treatments, such as chemotherapy or radiation therapy, to 
treat prostate cancer and manage its symptoms. Abiraterone, 
enzalutamide, apalutamide, and darolutamide are recom-
mended by the NCCN, aiming to restore balance and impede 
AR signaling [67].

Abiraterone is an FDA-approved CYP17A1 inhibitor. Although 
it effectively suppresses androgen synthesis in the testis and 
adrenal glands, improving prostate cancer outcomes, it is 
associated with significant adverse reactions. Prednisone is 
added to abiraterone to mitigate its adverse effects. Studies 
have reported that the co-administration of these drugs has 
increased the survival rate of CRPC patients. However, some 
patients eventually develop resistance to abiraterone. In-
creased CYP17A1 expression and mutations activate de novo 
androgen synthesis, promoting pathways like "backdoor" and 
"alternative" androgen formation. Concurrently, aberrant ex-
pression of 3-HSDs and AKR1C3 elevates these pathways while 

reducing the metabolism of active androgens, contributing 
to abiraterone resistance. Additionally, exogenous glucocor-
ticoids, used to mitigate adverse effects, might inadvertently 
activate mutated AR, fostering drug resistance. Various factors 
like truncated androgen receptor variants (e.g., AR-V7) and the 
activation of pathways like PI3K/AKT/mTOR and ErbB2 also 
play roles in abiraterone resistance.

New-generation AR inhibitors like apalutamide and darolu-
tamide demonstrate improved central nervous system (CNS) 
safety compared to enzalutamide. However, resistance could 
develop due to AR mutations, splicing variants, and PI3K path-
way activation. Darolutamide is an oral non-steroidal AR in-
hibitor that inhibits AR function and cell growth in PCa with-
out crossing the blood-brain barrier (BBB), resulting in fewer 
CNS side effects. Studies on darolutamide resistance are lim-
ited, but there is evidence of cross-resistance with other AR 
inhibitors and significant inhibition of AR-mutated variants.

Enzalutamide, a second-generation androgen receptor an-
tagonist, impedes AR translocation and induces apoptosis in 
CRPC cells. However, resistance may arise due to changes in 
AR structure or quantity, over-activation of GR, and other sig-
naling pathways like Wnt, and genetic alterations, leading to 
neuroendocrine trans-differentiation of CRPC cells.

The majority of these AR-targeted therapies target the LBD. The 
limitations of these LBD-specific therapies are due to genetic 
variations and the presence of AR variants in many cases. Thus, 
targeting the DNA-binding domain (DBD) and N-terminal do-
main (NTD) has emerged as a potential strategy to combat this 

Figure 5. Androgen-dependent vs. castration-resistant PCa progression.
PCa: Prostate cancer.
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resistance and enhance the efficacy of existing therapies [68]. 
The amino-terminal domain (NTD) of the androgen receptor 
contains AF-1, a crucial element for AR transcriptional activity. 
EPI-001, pioneered by Marianne Sadar and Raymond Andersen, 
represents the first inhibitor targeting this domain [29]. EPI-001 
operates as an antagonist, disrupting vital protein-protein in-
teractions necessary for AR transcriptional activity by covalently 
binding to the AR's NTD [69]. It showed potential in managing 
advanced prostate cancer cases resistant to traditional anti-
androgens like enzalutamide, holding immense promise in 
the clinical development of treatments for castration-resistant 
prostate cancer (CRPC). By inhibiting NTD, it may be possible to 
enhance men’s longevity and living conditions, and acquired 
resistance to current therapies will all be improved.

Emerging therapies targeting AR: Precision medicine is 
emerging as a critical avenue, aiming to tailor treatments to 
individual needs across various prostate cancer types. Emerg-
ing therapies for PCa encompass diverse approaches, such as 
immunotherapy, targeted therapies, radiopharmaceuticals, 
gene therapy, and nanoparticle-based therapies [70].

• Immunotherapy: A form of therapy that aids the immune 
system's recognition and destruction of cancerous cells 
[70]. Several immunotherapy drugs, such as checkpoint 
inhibitors, CAR-T cells, and cancer vaccines, are being de-
veloped and tested in clinical trials for prostate cancer.

• Targeted therapies: Drugs that specifically target cancer 
cells based on their genetic mutations or other specific 
characteristics. For prostate cancer, several targeted ther-
apies are being developed, including drugs that target the 
androgen receptor pathway and drugs that target specific 
enzymes and proteins involved in prostate cancer growth.

• Radiopharmaceuticals: Drugs that include radioactive 
materials and can be used to target and eliminate cancer 
cells. Several radiopharmaceuticals, such as radium-223 
and lutetium-177, are being developed and tested for 
prostate cancer.

• Gene therapy: A type of treatment that involves inserting 
or altering genes in a person's cells to treat or prevent dis-

ease. For prostate cancer, several gene therapies are being 
developed, including therapies that target the androgen 
receptor pathway and therapies that use viruses to deliver 
therapeutic genes to cancer cells.

• Nanoparticle-based therapies: Nanoparticles are tiny 
particles that can be used to deliver drugs directly to can-
cer cells. Several nanoparticle-based therapies, such as li-
posomes and polymer nanoparticles, are being developed 
and tested for prostate cancer.

It is crucial to mention that many of these treatments are still 
in the developmental or research phase and might take time 
before becoming widely accessible [70].

Combinational therapies: There's a well-established cor-
relation between PI3K/AKT/mTOR and AR signaling in PCa 
[61]. This understanding has fueled interest in combination 
therapies targeting these pathways, showing promise in 
both preclinical and clinical studies. One potential strategy 
involves combining AR inhibitors like enzalutamide or abi-
raterone acetate with PI3K inhibitors such as buparlisib or 
idelalisib. These combinations have demonstrated a syner-
gistic impact, reducing cancer cell proliferation and boost-
ing apoptosis. Table 1 outlines several of these dual-target-
ing combination therapies.

In a preclinical study, it was observed that merging a PI3K/
AKT inhibitor with an anti-androgen prolonged disease sta-
bilization in a CRPC model [71]. An example of such an in-
hibitor is AZD5363. It exhibited anti-cancer activity in both 
androgen-sensitive and castration-resistant phases of the 
LNCaP mouse xenograft, reducing cell propagation and in-
ducing apoptosis in AR-expressing PCa cell lines [72]. How-
ever, resistance to AZD5363 emerged after around 30 days 
of treatment, marked by rising PSA levels. Investigations 
revealed that AZD5363 boosted AR transcriptional activity, 
AR binding to androgen response elements, and AR-depen-
dent gene expression, including PSA and NKX3.1 [71]. Com-
bining AZD5363 with the antiandrogen bicalutamide effec-
tively countered these effects, prolonging tumor growth 
inhibition and stabilizing PSA levels in CRPC in vivo.

Table 1. Combination therapies targeting AR and PI3K/AKT/mTOR pathways

Target Agent Phase Administration Condition I.D on 
     Clinicaltrial.gov

AKT AZD5363 III Docetaxel mCRPC NCT05348577
 MK2206 II Bicalutamide High-Risk of Progression NCT01251861
 Capiversertib II Abiraterone acetate High Risk Localized PCa NCT05593497
PI3K AZD8186 I Docetaxel mPCa with PTEN Mut NCT03218826
 GSK2636771 I Enzalutamide PTEN(-) mCRPC Mut NCT02215096
mTOR Sepanisertib II Monotherapy CRPC NCT02091531
 Everolimus I + standard radiation therapy PCa with rising PSA NCT01548807

AR: Androgen receptor; PI3K: Phosphatidylinositol 3-kinase; AKT: Protein kinase B also known as PKB; mTOR: Mammalian traget of rapamycin. 
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It's worth noting that combination therapy targeting both 
AR and PI3K/AKT pathways might entail increased toxicity 
compared to using a single agent. Hence, careful selection 
and monitoring are crucial to ensuring the safety and effi-
cacy of these treatments. Overall, combinational therapies 
in prostate cancer present a hopeful avenue for enhancing 
patient outcomes. Nonetheless, further research is neces-
sary to understand the action of these combinations and 
their long-term side effects better.

Conclusion
Androgen receptors (AR) play a pivotal role in prostate cancer 
(PCa) susceptibility, progression, and treatment. This pivotal 
role warrants continued exploration and strategic interven-
tion. Integrating advanced diagnostic strategies and tech-
nologies represents a promising avenue for improving PCa 
detection. Further investigation into the intricate mechanisms 
underlying AR's influence on PCa initiation and progression is 
imperative. Overcoming resistance to androgen deprivation 
therapy necessitates novel strategies targeting AR, informed 
by identifying genetic variations impacting AR activity and in-
novating AR-targeted therapies. Future research should inten-
sify efforts to elucidate AR's molecular mechanisms, circum-
vent resistance, and develop predictive biomarkers, thereby 
optimizing treatment strategies tailored to individual patient 
profiles. Such initiatives hold profound potential to revolu-
tionize PCa diagnosis and treatment paradigms by deepening 
our comprehension of AR's multifaceted involvement.
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Growth factors are among the most studied and ex-
plored proteins of the human body. They have been in 

the limelight since the 1980s and have shown tremendous 
scope in therapeutics over the last few decades. They regu-
late cellular functions such as stem cell differentiation [1], 
cell proliferation [2], growth of cells, migration of cells, an-
giogenesis [3], adhesion in the epithelium, cartilage, bone, 
some soft connective tissues, nerve cells, and maintaining 
the stemness of stem cells [4]. They can also be modified 
genetically or structurally following their use in therapeu-
tics and their commercial production. Growth factors are 
named based on their tissue of origin, such as the Cartilage-

Derived Growth Factor (CDGF), Retina-Derived Growth Fac-
tor (RDGF), Astroglial Growth Factors (AGF), and Eye-Derived 
Growth Factor (EDGF); while some are named according to 
the tissue they stimulate, like endothelial cell growth fac-
tor (ECGF) [5], fibroblast growth factors (FGFs), and vascu-
lar endothelial growth factors (VEGFs). Among these, this 
review paper will emphasize Fibroblast growth factor and 
their therapeutic applications, structural modifications, and 
binding aspects of FGFs with FGFRs.

The first-ever discovered Fibroblast growth factor was 
bFGF. It was initially referred to as a polypeptide that acted 

Fibroblast Growth Factors (FGFs) function as signaling molecules within various signaling pathways, regulating the pro-
liferation, migration, and differentiation of soft connective tissues, nerves, epithelial tissue, and bone. The FGF family 
comprises 22 members, with acidic Fibroblast Growth Factor (aFGF/FGF-1) and basic Fibroblast Growth Factor (bFGF/
FGF-2) being of primary significance. This article explores the biochemical and biological properties of different FGFs, 
elucidating their roles in various biological processes. Additionally, it delves into the interactions between FGFs and Re-
ceptor tyrosine kinases (RTKs), which activate several cell signaling cascades, such as the RAS/MAPK (Mitogen-activated 
Protein Kinase) pathway, PI3K (phosphoinositide 3-kinase)/AKT (v-akt murine thymoma viral oncogene homolog) path-
way, PLC-γ (Phospholipase C-γ) pathway, and Signal Transducer and Activator of Transcription (STAT) pathway, to facil-
itate diverse cellular functions. The article also examines methods for engineering FGFs, including N-terminal trunca-
tion, point mutations, or combinations thereof, for therapeutic applications in tissue regeneration, angiogenesis, and 
repairing damaged tissues such as cartilage, bone, ligaments, and skin. Finally, it concludes with a discussion of the 
delivery systems for FGFs, encompassing scaffolds, hydrogels, as well as nano- and micro-particulate methods.
Keywords: Angiogenesis, engineered FGFs, fibroblast growth factor, RAS/MAP kinase pathway, tissue regeneration

 Nitin Tiwari1,  Ashok Tiwari2,  Lalita Mehra2,  Arjun Ganguly3,  Kamlesh Darji2,  Muzafar Pandit4, 
 Rachana Rachana5

1Department of Microbiology, Atal Bihari Vajpayee Institute of Medical Sciences And Dr. RML Hospital, New Delhi, India
2Department of Pathology, All India Institute of Medical Science, New Delhi, India
3Department of Burns and Trauma, All India Institute of Medical Science, New Delhi, India
4Department of Biosciences, Jamia Millia Islamia, New Delhi, India
5Department of Biotechnology, Jaypee Institute of Information Technology, Uttar Pradesh, India

Abstract

How to cite this article: Tiwari N, Tiwari A, Mehra L, Ganguly A, Darji K, Pandit M, Rachana R. Fibroblast growth factors: properties, 
biosynthesis, biological functions, therapeutic applications and engineering. Int J Med Biochem 2024;7(2):114–126.

Review

DOI:
Int J Med Biochem 2024;7(2):114–126

10.14744/ijmb.2024.16768

Fibroblast growth factors: properties, biosynthesis, biological 
functions, therapeutic applications and engineering

https://orcid.org/0009-0008-2479-8076
https://orcid.org/0000-0001-9546-2782
https://orcid.org/0009-0001-3719-799X
https://orcid.org/0000-0002-1160-3320
https://orcid.org/0009-0002-8134-2573
https://orcid.org/0000-0003-1882-1483
https://orcid.org/0000-0002-8686-0372


115Tiwari, Properties and engineering of FGFs / 10.14744/ijmb.2024.16768

like a cation and had a pI of 9.6. The bFGF was found in the 
pituitary gland and brain and could stimulate cell division 
in NIH/3T3 fibroblast cells [6]. Fibroblast growth factors 
have been observed in both vertebrates and invertebrates. 
Some vertebrates like zebrafish, Xenopus, chicken, mice, 
and humans have FGF genes in their genomes [7], while 
invertebrates like Drosophila and Caenorhabditis elegans 
also have FGF genes in their genomes [8]. Since this article 
is centered around the human Fibroblast Growth Factor, we 
won’t go beyond these limits.

Biologically, FGFs are as important as other growth factors; 
they are key for cellular functions such as cell growth, re-
pair, differentiation, proliferation, migration, and adhesion. 
The FGFs trigger receptor tyrosine kinases (RTKs), resulting 
in the initiation of various cellular signaling pathways, which 
leads to the transcription of genes into mRNAs, ultimately 
sequencing various cellular processes mentioned above [9]. 
FGFs have been implicated in imparting a series of biolog-
ical functions, including the development, branching, and 
morphogenesis of limbs; patterning of the brain; helping 
the metabolism of Vitamin D and bile acid; and some cyto-
protective functions [10]. Some of these functions are high-
lighted in this article.

The FGF family
The members of the FGF family are single polypeptide chain 
proteins that share some structural characteristics in com-
mon, most of them showing high avidity with heparin. Many 
of them are secreted into extracellular matrices where they 
bind to heparan sulfate (HS) or heparan-like glycosamino-
glycans (HLGAGs). All the members of this growth factor 
family share a common 140-amino-acid-containing homol-
ogous core, which forms twelve folds of antiparallel β-sheets 
resulting in a barrel-shaped cylinder with variable amino 
acids and carboxy-terminal stretches covering it around. All 
the members of the FGF family are grouped because they 
are structurally similar. The initial FGF doesn’t imply that 
they all stimulate fibroblast cells; for example, FGF7 doesn’t 
stimulate fibroblast cells [11].

As shown in Figure 1, the human FGF family has 22 members 
so far, i.e., FGF1 (aFGF), FGF2 (bFGF), FGF3 (int-2), FGF4 (hst-
1/kFGF), FGF5, FGF6 (hst-2), FGF7 (KGF), FGF8 (AIGF), FGF9 
(GAF), FGF10, FGF11, FGF12, FGF13, FGF14, FGF16, FGF17, 
FGF18, FGF15/FGF19, FGF20 (XFGF-20), FGF21, FGF22, and 
FGF23, which are further subcategorized into 7 subfamilies, 
i.e., FGF1, FGF4, FGF7, FGF9, FGF8, FGF19, and FGF11 fami-
lies, based on phylogenetic relations [12]. The FGFs contained 
in the FGF1, FGF4, FGF7, FGF8, and FGF9 subfamily act in a 
paracrine fashion and are referred to as canonical FGFs as they 
bind to the FGFRs with the help of Heparin/HS, which acts as 
a cofactor [13]. The FGF15/19 (human FGF19 is an ortholog 
of rodent Fgf15) subfamily members show low affinity to 
the FGFRs as well as the Heparan Sulfate and depend on the 

Klotho proteins to bring about their metabolic effects in the 
target tissues, while the FGF11 subfamily includes intracrine 
FGFs, which themselves act as a cofactor for voltage-gated 
sodium channels and other molecules [14].

Structure of FGF proteins
The FGF family members are closely related to each other, 
both structurally and to some extent functionally. Their 
molecular weight ranges from 17 to 34 kDa, and the amino 
acid sequence length ranges between 126 and 268 aa, with 
a core region of 120 to 140 amino acids. Additionally, a se-
quence of 28 amino acids from this core region is conserved 
in all members [15]. Out of all these FGFs, aFGF and bFGF are 
the most extensively discussed and studied. The secondary 
and tertiary structures of human FGF1, which has a molecu-
lar weight of around 15,900 Da, have eight tyrosine residues 
exposed to solvent and only a single tryptophan, while the 
secondary structure of native human aFGF comprises 52% 
β-sheet, 28% turns, and 11% α-helices. The remaining 9% of 
the structure is disordered [16, 17]. On the other hand, bFGF 
is entirely composed of β-sheets, in which each antiparallel 
β-strand is bound to the adjacent β-strand in its primary se-
quence through hydrogen bonding. The continuous turns 
or β-meanders give it the shape of a barrel, which is closed 
by the amino and carboxyl-terminal strands. The core of 
bFGF consists of hydrophobic and aromatic amino acid side 
chains, while the charged amino acids, particularly arginine 
and lysine, make up the surface of the molecule [18]. The ter-
tiary structure of bFGF comprises three copies of β-meander 
motifs, where the first copy consists of residues 18–59, the 
second one involves residues 60–100, and the third one con-
sists of residues 101–143. Each one has four β-strands, while 
the first seventeen amino-terminal residues, which are rich 
in serine, glycine, and proline residues, appear to be disor-
dered. There are four cysteine residues in bFGF, i.e., Cys25, 
Cys69, Cys87, and Cys92, out of which Cys25 and Cys92 
are conserved in the FGF family. Out of those four cysteine 
residues, Cys69 and Cys87 are supposed to be involved in the 
dimerization of bFGF molecules. Residues 106–115 provide a 
binding site for FGFRs where Tyr-114 and Trp115 determine 
the binding strength between bFGF and FGFRs [19].

Biosynthesis of FGFs
The FGFs are primarily expressed in embryonic or adult tis-
sue. Although they are expressed in various cells like neurons, 
smooth muscle cells, fibroblast cells, cartilage, and bone cells, 
the reason behind their expression is unclear. Some features 
of FGF biosynthesis have been understood to some extent; for 
instance, signal sequences of some FGFs help in their secre-
tion, the mRNA sequences from 5’ to the starting AUG codon 
may play a significant role in FGF biosynthesis, and upstream 
and in-frame CUG triplets can behave like an alternative trans-
lation initiation site in bFGF and INT-2 mRNAs. However, it 
is well established that stress related to the liver and heart 
prompts the production of FGF21 [20].
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Molecular interactions of FGF
Heparan Sulfate
Heparan Sulfate acts as a necessary cofactor for all paracrine 
FGFs, all of which show moderate to high affinity toward 
Heparan Sulfate. The binding of HS to FGF1 protects it from 
thermal denaturation, and the binding to FGF2 protects it 
from both thermal denaturation and proteolysis. The bind-
ing of FGFs to Heparan sulfate proteoglycans limits their 
diffusion and secretion into the interstitial space, there-
fore aiding them in exerting their effect at the site of their 
production. Cells that are unable to synthesize HS on their 
surfaces require heparin for effective and strong binding 
between FGFs and FGFRs. Studies have also shown that hep-
arin/HS increases the half-life of the FGF/FGFR complex [21].

HS consists of heterogeneously sulfated linear polymers of 
repeating disaccharide subunits of hexuronic acid (iduronic 
or glucuronic acid) and amino acetylglucosamine, linked 
through α-1,4-glycosidic bonds. HS is sulfated at the 2-O 
position of glucuronic acid and amino acids and at the 6-O 
position of N-acetylglucosamine. HS shows covalent rela-
tionships with selective serine residues of proteoglycans, 
such as membrane-bound syndecans and glypicans and 
extracellular matrix (ECM) perlecan, which means they are 

present within the extracellular matrix of tissues and are 
also located on the surface of the cells [22].

HS binds to the β1-β2 loop and β10-β12 region of FGFs, which 
are composed of solvent-exposed basic amino acids and back-
bone atoms of FGFs. The HS-FGF binding affinity depends on 
the primary variable sequence of the HS binding region of 
different FGF molecules. Consequently, to some extent, this 
differential affinity between HS and different FGFs results in 
distinct biological functions of FGFs [23].

FGF-receptors
Many cell types that express FGFs also bear FGF receptors 
(FGFRs) on their surfaces. These FGFRs are tyrosine kinase 
receptor proteins with a molecular weight of 125–160 
kDa, which transduce the FGF signals via phosphorylation 
of tyrosine residues of FGFR polypeptides, elicited by the 
binding of FGFs to FGFRs [24]. The first FGF receptor, FGF 
receptor 1 (FGFR1), was isolated from membrane fractions 
of chicken embryos by tagging it with crosslinked FGF2 
and I125. It showed a resemblance with a partial human 
cDNA clone called FLG (Fms-like gene). Subsequently, 
three more FGFRs were discovered, along with their iso-
forms. These FGFRs are characterized as transmembrane 

Figure 1. The phylogenetic tree of the FGF family based on the evolutionary relationships of FGFs 
[Phylogenetic and molecular evolutionary analyses were conducted using MEGA version X [83].
FGFs: Fibroblast growth factors.



117Tiwari, Properties and engineering of FGFs / 10.14744/ijmb.2024.16768

proteins consisting of three domains: an N-terminal extra-
cellular domain with three immunoglobulin-like subdo-
mains (IgI, IgII, and IgIII), a transmembrane domain that is 
a single α-helix, and an intracellular single split-type tyro-
sine kinase domain (Fig. 2) [25]. These FGFRs can be placed 
under the Ig superfamily of receptors, along with other 
tyrosine kinase receptors like the platelet-derived growth 
factor-α receptor (PDGFαR), PDGFβR, and interleukin re-
ceptor-1 (IL-1R). These FGFRs form dimers after binding 
to the FGFs. The FGFs bind to the Ig-like domain II in the 
presence of HSPG, and these altogether form a dimer with 
a similar complex [26].

FGF-activated cell signaling pathways
As all Tyrosine kinase receptors transduce extracellular sig-
nals to cytoplasmic transduction signal pathways by phos-
phorylating tyrosine residues, similarly, FGF receptors also 
transduce the extracellular signals to cytoplasmic trans-
duction signal pathways by auto-transphosphorylation of 

tyrosine residues. The dimerization of FGFRs is necessary 
for their activation and signal transduction. The lateral 
dimerization of FGFRs in the plasma membrane brings the 
two tyrosine domains nearby, resulting in the trans-au-
tophosphorylation of the tyrosine residues present in their 
activation loops, which results in the activation of kinase 
domains. These activated kinase domains interact with 
adapter proteins and other cytoplasmic substrates, finally 
triggering the cascade process of signaling pathways that 
control cellular functions like differentiation, proliferation, 
regeneration, repair, growth, etc. [27].

When FGFs act as signaling molecules for the activation 
of four major cellular pathways, they bind to the FGF ty-
rosine kinase receptors to induce dimerization and auto-
trans-autophosphorylation in their kinase domains. The 
phosphorylation of the tyrosine kinase domain of FGFR1 is 
completed in three phases: in phase one, Y653 residue is 
phosphorylated, resulting in a 50- to 100-times increased 
activity of the kinase domain; the second phase phospho-

Figure 2. The schematic shows an  Auto phosphorylated transmembrane FGFR dimer bound 
to the FGF molecules. Each FGFR molecule has one extracellular domain with three Ig-like 
subdomains,  one transmembrane domain and one split type Tyrosine kinase domain. The 
alternative splicing of exon 8 and exon 9 of gene encoding Ig like domain III of FGFR 1, FGFR2, 
and FGFR3 results in Ig-IIIb (green) and Ig-IIIc (orange) isoforms of these FGFRs [25]. 
ECM: Extracellular matrix; ICM: Inner cell mass; FGF: Fibroblast growth factor; FGFR: Fibroblast growth factor receptor.
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rylation of Y583, Y463, Y766, and Y585 does not result in 
any increment in kinase activity; whereas, during the third 
and final stage, Y654 phosphorylation leads to a further 
10-times increase in the activity of the kinase domain [28]. 
This phosphorylation of six tyrosine residues of the tyrosine 
domain of FGFR1 completely activates it and increases the 
overall activity of the tyrosine kinase by 500–1000 folds. 
The activated FGFRs trigger the chain reactions of various 
cellular cascades including Ras/Raf/MAPK, PI3K/AKT, PLCγ, 

and STAT (Fig. 3). The binding of STAT3 and PLCγ requires 
the phosphorylation of two additional tyrosine residues, 
i.e., Y677 and Y766 [29].

RAS/RAF/MAP kinase pathway
The RAS/MAP Kinase Pathway is involved in important cel-
lular functions like cell growth, proliferation, and migration. 
The phosphorylation of FRS2α by the tyrosine kinase domain 
of FGFR activates the RAS/MAP Kinase Pathway. The phos-

Figure 3. The FGF binding to the FGFRs triggers the dimerization of FGFRs which in turn leads to 
the trans-autophosphorylation of the Tyrosine kinase domains of FGFR dimer which ultimately 
leads to the initiation of cellular signaling cascades like RAS-MAPK, PI3K-AKT, PLCγ, and (STAT). Now, 
these cascades induce the activation of several genes in the nucleus leading to the transcription of 
respective mRNAs which are transferred out to the cytosol for the respective protein synthesis [84]. 
FGF: Fibroblast growth factor; FGFR: Fibroblast growth factor receptor; Ig I, II, III: Immunoglobulin-like domain 
I, II, III respectively; HSPG: Heparan sulfate proteoglycan; FGFRL1: Fibroblast Growth Factor Like 1; SER: Smooth 
endoplasmic reticulum; JAK: Janus kinase; CRK: CT10 regulator of a tyrosine kinase; CRKL: Crk-like protein; CDK: 
Cyclin-dependent kinase; FOXO - forkhead box transcription factor.
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phorylation of FRS2α is dependent on the phosphorylation 
of Y463 residue of the intracellular domain of FGFR and the 
presence of CRKL at the docking site of the FGFR tyrosine ki-
nase domain. A complex comprising GRB2 and the tyrosine 
phosphatase SHP2 is recruited by this activated FRS2α. Fur-
ther, GRB2 recruits the son of sevenless (SOS), which activates 
the Ras molecule by exchanging one molecule of GTP for GDP, 
which leads to the activation of the Ras/MAP Kinase Pathway. 
Activation of this pathway by FGF1 relates it with the protec-
tion of the heart, development of nerve tissue, tumor inva-
sion, biosynthesis of cholesterol, differentiation of adipocytes, 
and metastatic cancer [30].

According to studies, the negative feedback loop mediated 
by MAP-Kinase is induced by FGF signaling which phosphory-
lates the threonine of FRS2α, resulting in decreased engage-
ment of GRB2 to FRS2α due to hampered phosphorylation of 
tyrosine residues of FRS2α. This ultimately results in the atten-
uation of the Ras/MAP Kinase Pathway [31].

PI3K/AKT pathway
Indeed, in addition to the Ras/Raf/MAP Kinase Pathway, the 
PI3 Kinase/AKT Pathway is also activated by FRS2α. Following 
the formation of the FRS2α, GRB2, and SHP2 complex, GRB2 
recruits GAB1, subsequently triggering PDK1 and AKT to initi-
ate the PI3K pathway. The PI3K/AKT pathway is implicated in 
cell survival, determination of cell fate, cell growth, cell pro-
liferation, and cell migration. Regarding the FGF1-related PI3 
Kinase/AKT Pathway, it plays a role in various physiological 
processes, including angiogenesis, lung development, main-
tenance of neuronal phenotype, preservation of neuronal 
structure and/or function, and ApoE-HDL (Apolipoprotein E-
high-density lipoprotein) release [32].

PLCγ pathway
In this pathway, the activated FGFR tyrosine kinase domain 
phosphorylates PLCγ, which is activated by the formation of 
IP3 and DAG from the breakdown of PIP2 (Fig. 3). This mem-
brane-bound DAG activates Protein kinase C, and the soluble 
IP3 stimulates the smooth endoplasmic reticulum (SER) to 
release high amounts of calcium ions, affecting cellular mor-
phology and migration. Activated PKC likely expresses the 
gene for adhesion purposes [33]. Here, GRB14 acts as an in-
hibitor of PLCγ by inhibiting the tyrosine phosphorylation by 
binding to activated FGFR1 at pY766 [34].

Biological functions of FGFs
The FGFs exert their effect on cells by binding to the tyrosine 
kinase receptors and phosphorylating them. As a result of this 
phosphorylation, many cellular signaling cascades are acti-
vated, which result in cellular functions through gene tran-
scription and then protein synthesis. Thus, some of the cellular 
functions are regulated directly or indirectly by FGFs, which 
are summarized in Table 1.

Cell proliferation
Cell proliferation implies the division of cells at a war scale, 
meaning repetitive division of cells. This is mostly observed at 
the developmental stage and to some extent in adults during 
tissue regeneration or repair, and in cancerous conditions. The 
essentiality of FGFs in cell proliferation begins with the prolif-
eration of the inner cell mass (ICM) in mice [35]. Whereas FGF4 
is expressed in epiblast cells [36] and FGF1 is involved in the 
proliferation of human preadipocytes, promoting adipogen-
esis in humans [37]. Similarly, FGF10 also facilitates the pro-
liferation of epithelial cells in prostate cancer [38]. It has been 
established that FGF2 promotes cell proliferation by activat-
ing the Ras and RAF cascade process. FGF2 binds to the FGFRs 
which leads to the dimerization of FGFR, and this leads to the 
autophosphorylation of the tyrosine domain of the receptor. 
This phosphorylated domain acts as the binding site for some 
of the intracellular signal transducers like Grb2, which makes 
a complex with Ras guanine nucleotide-releasing factor Sos. 
This Grb2-SOS complex recruits the Ras oncogene in the 
plasma membrane. This recruited Ras is further activated by 
SOS by exchanging GDP for GTP. Further, this fully activated 
Ras activates the Raf-mediated MAP kinase signaling cascade, 
which finally results in cell proliferation [39]. This clearly shows 
the involvement of FGFs in cell proliferation.

Cell differentiation
Developmental biology defines cell differentiation as the 
process by which more specialized cells develop from less spe-
cialized ones, as observed in the development of the human 
zygote. The zygote develops from a single cell into an embryo 
and then into an adult human being. The process of differen-
tiation can be observed in early life during development and 
in adults during normal cell turnover and tissue repair. Various 
FGFs play significant roles in the process of cellular differenti-
ation during both the developmental and adult stages [40].

Many FGFs have been identified as crucial for cellular differen-
tiation. FGF2, for example, is used in the divergence of neural 
stem cells into fully-fledged neurons and glial cells. Similarly, 
the morphogenesis and differentiation of suprabasal ker-
atinocytes without FGF7 are unimaginable. Additionally, the 
differentiation of monkey stem cells into dopamine-synthesiz-
ing neurons would not be possible without in vitro treatment 
with exogenous FGF20 [41].

Cell migration
During intrauterine development, wound healing, tissue re-
pair, and immunological responses, chemotactic movement 
of cells or cell migration are key processes involving many 
FGFs at some stages. FGF7 stimulates the migration of human 
keratinocytes and also regulates plasminogen activity in these 
cells. Similarly, FGF2 and FGF8 act as chemoattractants in the 
migration of mesencephalic neural crest cells [42].
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Angiogenesis
During intrauterine life development, wound healing, tumor 
development, and tissue repair, angiogenesis is a central 
process. It refers to the development of new vessels from 
pre-existing vessels. FGFs are established to play a crucial 
role in inducing angiogenesis. FGF1, FGF2, and FGF4 have 
prominently defined angiogenic properties. These FGFs 
have been reported to upregulate urokinase-type plas-
minogen activator (uPA) and metalloproteinases (MMPs) in 
endothelial cells, consequently resulting in the proliferation 
of endothelial cells and the organization of endothelial cells 
into tube-like structures [43].

Metabolism
Many FGFs also play important roles in metabolism. They bind 
to their receptors on cells and induce effects related to metab-
olism. For example, FGF21 is primarily expressed by the liver 
to reduce hepatic glucose output. It also increases the uptake 
of glucose by adipocytes and improves or preserves the func-
tions of β-cells in the pancreas [44]. The FGF19 subfamily reg-
ulates many mainstream metabolic pathways, including those 
involving carbohydrates, lipids, and bile acids, as well as vita-
min D and phosphate homeostasis [45].

Engineered fibroblast growth factor: The new 
hope
The natural FGFs are strongly mitogenic and also have a very 
short half-life, making it difficult to control their mitogenicity 
and maintain their viability at the site of administration. Thus, 
the use of structurally modified/engineered FGFs for thera-
peutics or tissue engineering is becoming increasingly popu-
lar among biotechnologists.

As discussed earlier, FGFs have been very effective in the re-
pair and regeneration of tissue. They stimulate FGFRs by act-
ing as signaling molecules, which results in the initiation of a 
cascade of several cellular signaling pathways, such as RAS/
MAP kinase, PLCγ, SNT-1/FRS2, Crk-mediated signaling, and 
PI3 kinase/AKT pathway. These pathways ultimately result in 
cell differentiation, proliferation, migration, and angiogenesis. 
Due to this broad range of biological activities, FGFs have at-
tracted significant interest for their application in therapeutics 
and tissue regeneration and repair. However, due to their mi-
togenic nature and the challenges in delivering them to the 
target tissue, their use has been limited. To combat these is-
sues, researchers have engineered FGFs both structurally and 
genetically and have developed several delivery systems for 
administering FGFs to the target tissue.

Table 1. Biological functions of FGFs and their target cells/Tissues

Function FGF involved Target cell/Tissue/ Organ Reference 
 in the function

Cell proliferation FGF1, FGF2 Preadipocyte, Endothelial cell, epithelial cell, fibroblast cell, [8] 
  neural stem cell 
 FGF2 hematopoietic stem cells, embryonic stem cells, dental pulp [62] 
  stem cells and periodontal ligament stem cells 
 FGF4 Trophoblast stem cell [8]
 FGF7, FGF10 Epithelial cell [8]
 FGF18 Osteoblast, chondrocytes, osteoclast [63]
Cell migration FGF2 Vascular endothelium [64]
 FGF4 mouse Embryonic Skeletal Muscle cells [65]
 FGF7 Human Pancreatic Duct Epithelial cells [66]
 FGF8 Neural crest cell [67]
Cell differentiation FGF1, FGF2 Neuroepithelial [68]
 FGF4 Embryonic stem cell [27]
 FGF2 mesenchymal stem cells [62]
  rabbit bone marrow stromal cells [69]
 FGF7 mouse Progenitor cells [70]
 FGF20 Monkey embryonic stem cell [55]
Angiogenesis FGF1, FGF2 Endothelial cell [8]
 FGF9  Mouse Bone tissue [71]
Metabolism FGF21 Adipocytes and β-cells of the pancreas [44]
 FGF23 Parathyroid gland and Kidney (Phosphate and vitamin D metabolism) [72] 
 FGF15/19 Hepatocytes (glucose metabolism)

FGFs: Fibroblast growth factors.
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Engineered/recombinant FGFs represent a new hope for use 
in therapeutics. Recent clinical trials and concept studies are 
exploring the use of recombinant FGFs for tissue engineer-
ing and other applications. There are various methods for 
modifying FGFs, including point mutations targeting spe-
cific amino acids and the formation of chimeric proteins by 
combining sequences of two different FGFs [46, 47].

FGFs can be modified both at the genetic and protein levels, 
and various recombinants of FGFs have been developed so 
far. Mutated FGF proteins retain their ability to bind with 
FGFRs with the same specificity but without altering their 
properties that trigger cell growth, proliferation, survival, 
etc. [48]. Based on modifications done at the genetic level 
of FGFs or in the protein structure of FGFs, modifications 
can be classified into various categories (Table 2). Table 2 
illustrates almost all modifications/mutations performed to 
date on the native forms of FGFs (with examples) to improve 
their activity—such as reducing their mitogenic properties 
while maintaining other desired properties intact and also 
obtaining desired characteristics like structural stability 
and longer half-life.

Engineered FGFs in tissue regeneration
The regeneration of damaged and injured tissues remains a 
significant challenge for humanity. It has been a major fo-
cus for researchers and biotechnologists for decades. The 
tissue regeneration capability in mammals, including hu-
mans, is very limited. In the case of tissue injury, cells from 
adjacent tissue and progenitor cells recruited from the bone 
marrow migrate and proliferate at the site of injury. Both the 
repair and regeneration of tissue are controlled by various 
cytokines and growth factors, with FGFs being among them. 
For example, FGF9 promotes long bone repair, and a com-
bination of FGF7 and FGF10 promotes wound re-epithelial-
ization in mice [49]. However, the challenge with FGFs lies in 
their almost uncontrollable mitogenesis and their controlled 
administration to specific sites.

Low stability and susceptibility to degradation by proteolytic 
enzymes also hinder the therapeutic use of FGFs. To overcome 
these problems, researchers have introduced mutations and 
alterations in the native sequences of FGFs, finding it feasible 
to some extent. For instance, the Q40P/S47I/H93G variants of 

Table 3. Use of recombinant FGFs in Tissue regeneration

FGF rFGF variant Target tissue Treatment Reference

FGF1 TTHX1114 Corneal epithelial cells Short-term Corneal Nitrogen Mustard Injury (In rabbit) [78]
FGF2 - Alveolar epithelium COPD and Emphysema [79]
 rhFGF-2 Osteocytes Tibial Shaft Fractures [80]
FGF18 rhFGF18 Cartilage Repair of Articular Cartilage [81]
FGF19 M70 Biliary and hepatic cells Liver injury (in mice) [82]

COPD: Chronic obstructive pulmonary disease; rFGF: Recombinant Fibroblast Growth Factor.

Table 2. Different types of FGF medication and their resulting recombinant FGF examples.

Type of Modification Mutation/ modification Example References

Point mutation Point Mutation (such as amino acid substitutions, deletions, Q40P rFGF1, S47I [50] 
 additions, or combinations) of at least one amino acid residue rFGF1 and H93G rFGF1 
  respectively 
Chain truncation Deletion of continuous amino acids from one end or both FGF1ΔNT; K25 to [73] 
  D155 and FGF1ΔNT2; 
  L29 to D155 
Combination of point mutation FGFs modified both with point mutations and chain FGF1 ∆ΝΤ1 [73] 
and chain truncation truncation altogether  (1-140 αα) Μ 1

Polypeptide chain extension The addition of a few more amino acids to the natural H6-FGF2 (rFGF2) [62] 
 polypeptide chain of FGFs 
Chimeric proteins  Combination of specific sequences of one FGF to another FGF19/21-1 [68] 
 mutated FGF. 
Extra group addition Addition extra functional group or chemical compound PEGylated FGF2  [74]
FGF-mAb fusion The fusion of monoclonal human Ig fragments with FGFs Fc-FGF21 [75]
rFGF-VLP conjugate A recombinant FGF is conjugated with a virus-like particle (Trx-FGF2)-HBcAg [76] 
 (HBsAg in this case)  
SUMO ubiquitination Small ubiquitin-related modifier (SUMO) chaperone protein srhFGF-21 [77] 
 attached to recombinant human FGF21
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recombinant/mutated FGF1 have shown 10-fold higher activ-
ity in DNA synthesis [50]. In recent years, the use of mutated 
FGFs in tissue regeneration has become increasingly popular. 
Table 3 shows the mutated FGFs used in tissue regeneration 
or repair over the past few years.

Engineered FGFs in angiogenesis
The process of forming new blood vessels or capillaries 
from pre-existing ones during embryonic wound healing, 
embryonic development, or the menstrual cycle in females 
is known as angiogenesis. FGFs regulate the stimulation of 
endothelial cells to secrete proteases and plasminogen acti-
vator, which in turn degrade the basement membrane. This 
degradation allows new cells to migrate to the area, where 
they proliferate and differentiate into new vessels. bFGF was 
the first-ever FGF identified as an angiogenesis-stimulating 
growth factor [51]. Several trials, such as FIRST (FGF Initiating 
Revascularization Trial), AGENT (Angiogenic GENe Therapy), 
and TRAFFIC (Therapeutic Angiogenesis with recombinant 
Fibroblast Growth Factor for Intermittent Claudication), have 
been conducted to treat ischemic diseases with recombi-
nant/engineered FGFs. However, none of these trials have 
yielded significant results [52], although the clinical trial 
TALISMAN (Therapeutic Angiogenesis with Intramuscular 
NV1FGF) did reduce the mortality rate in patients with Criti-
cal Limb Ischemia, though it was not found to be significant 
[53]. The hopes do not end here, as there are expectations 
that recombinant and improved FGFs will soon be used for 
revascularization/angiogenesis processes.

Methods of FGF administration
As mentioned above, the low stability and susceptibility to 
degradation by proteolytic enzymes also hinder the thera-
peutic use of FGFs. Various strategies have been employed to 
increase the stability, reachability, and efficacy of FGFs. FGFs 
have been directly used for healing wounds and administered 
in vivo to induce the regeneration of various tissues such as 
nerve, bone, cartilage, skin, endothelial tissue, and dental tis-
sue. However, studies have shown that FGFs either become 
functionally degraded by enzymes or suffer diffusional loss 
[54]. To combat this situation, FGFs are either engineered or 
delivered to the site using some delivery systems listed below. 
The following are examples of different drug delivery systems 
used to administer FGF to the site of action [55, 56].

Scaffolds
FGFs or other growth factors are immobilized on matrices 
made of materials like collagen, beta-tricalcium phosphate 
(β-TCP), polyhydroxy ethyl methacrylate, polyurethane, etc. 
These are then molded into scaffolds using several tech-
niques such as particulate leaching, solvent casting, freeze-
drying, phase separation, melt molding, in situ polymeriza-
tion, gas foaming, and phase emulsion. An excellent example 
of this is the delivery of FGF2 immobilized into a polyhydroxy 

ethyl methacrylate scaffold for bone regeneration [57]. Due 
to the specific biochemical interactions between natural 
polymers of scaffolds and FGFs, these structures are better 
suited for long-term delivery and stability of FGFs [58]. Scaf-
folds need to be implanted at the site of tissue defects.

Hydrogels
Similar to scaffolds, hydrogels also impregnate growth fac-
tors onto gels such as a carboxymethylcellulose-based top-
ical gel, hydroxypropyl cellulose (HPC) gel, and fibrin gel. 
These impregnated growth factors in hydrogels are then in-
jected into the tissue defect site. A notable example of FGF 
delivery using this technique is the delivery of FGF2 via a 
3% hydroxypropyl cellulose gel for the regeneration of pe-
riodontal tissue [59].

Nano- and micro-particulates
The delivery of FGFs using nano- and micro-particulate 
techniques is even easier than the scaffold and hydrogel 
methods. In this growth factor delivery system, many natu-
ral and synthetic polymers are designed to be spheres a few 
micrometers to a few nanometers in size, and these spheres 
incorporate the growth factors. These FGF-containing poly-
mers are administered either via the bloodstream or orally. 
The particulate method of growth factor delivery is easily 
manipulated to safely deliver FGFs to the defect site, and 
this method also ensures the full utilization of the roles and 
functions of FGFs. An example of this particulate method of 
delivery is the physical and chemical conjugation of FGF to 
magnetic iron oxide nanoparticles for targeting the nasal ol-
factory mucosa [60, 61].

Conclusion
FGFs are crucial growth factors for various physiological pro-
cesses, including cell proliferation, growth, metabolism, an-
giogenesis, cell survival, and migration. They play an active 
role in embryonic growth and other physiological processes 
like tissue regeneration. FGFs, along with their receptors, 
have been associated with various pathophysiological con-
ditions, including cancers. Their mitogenic activity has been 
linked to several types of cancer, including lung, breast, and 
prostate cancer. Due to their broad range of activities, they 
are a focal point for therapeutic use. Several recombinant 
and engineered FGFs have been shown to be effective in 
conditions such as bone injuries, COPD, and emphysema. 
Research on metabolic disorders like diabetes is ongoing to 
determine the therapeutic use of FGFs in these conditions. 
Since the half-life of FGFs is very short, various methods of 
site-specific delivery of FGFs have also been developed, in-
cluding hydrogel, scaffold, and nano- and micro-particulate 
methods. These methods enhance the application of FGFs 
and improve their therapeutic use. In conclusion, FGFs could 
potentially offer solutions for various human health issues, 
including cancers, some metabolic and cardiac disorders, 
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and bone injuries. Several studies have been conducted, and 
others are ongoing, to determine the therapeutic effects of 
FGFs on various disorders; however, the number of studies, 
especially in the context of cancer, is still limited. Although 
many studies have established the role of FGFs in tumorige-
nesis and cancer progression, only a few have explored their 
therapeutic roles in cancer biology.
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Dear Editor,

I read, reviewed carefully, and meticulously the article pub-
lished by Banu Buyukaydin et al., in which the authors aimed 
to show changes in oxidative stress and vitamin E in diabetes 
using an SGLT2 inhibitor. Int J Med Biochem 2023;6(3):185-
190. They concluded their evaluation of the antioxidant 
properties of SGLT2 inhibitors along with oxidative stress 
markers. I want to congratulate the authors for this research 
publication and want to contribute by emphasizing a few 
important points of this study.

First, this original study includes the measurement of oxida-
tive stress markers and antioxidants like vitamin E (non-en-
zymatic) and catalase (enzymatic). As catalase was measured 
by a colorimetric method, the author can add the word "an-
tioxidants" to the title instead of only "vitamin E," which is a 
non-enzymatic marker. According to the study, both antioxi-
dants do not show a significant relationship with or without 
an SGLT2 inhibitor, yet catalase has proven to be a better enzy-
matic marker to study antioxidant status. Otherwise, if the pa-
tient is treated with vitamin E supplements, then only vitamin 
E measurement is sufficient to study changes in diabetes, and 
catalase measurement can be avoided.

Second, if total oxidant status (TOS) and total antioxidant sta-
tus (TAS) were measured along with oxidative stress index 
(OSI), myeloperoxidase, vitamin E, and catalase measurement 

was just an addition of tests and even the study shows all these 
do not show a significant relationship in the study population.

Third, HbA1c values mentioned in "Table 1" of the article show 
a mean value of 7.1% and in "Table 2," without an SGLT2 in-
hibitor, it was 7.0%, and with an SGLT2 inhibitor, it was 7.2%. 
"Table 1" does not mention the mean value of glucose. Also, 
blood glucose and HbA1c mean values show a positive cor-
relation but +1% is not such a big significant difference. The 
study explains the reason for the reduction in HbA1c concen-
tration is increased glucose excretion, but that could be a sign 
of diabetic nephropathy, which should also be taken into con-
sideration by the author. WHO criteria for diabetes for HbA1c 
need to be considered if a baseline study was not done [1].

Fourth, the study needs to emphasize other factors like the 
duration of the disease and comorbidities if any, because, as 
mentioned, the mean age of the study population was 55.7 
years, the duration of the disease and comorbidities could 
affect this age group and may result in a non-significant re-
lationship with study objectives [2]. Also, the adverse effect 
of an SGLT2 inhibitor in a patient on diuretics may lead to os-
motic diuresis, though it is rare yet to be considered [3].

Fifth, a patient on only antidiabetics drug like metformin may 
not be considered; ADA criteria equally have importance for 
diabetic patients because many young women on metformin 
for the treatment of Polycystic Ovarian Disease (PCOD) [2].
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